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High-temperature mass spectrometry:
Instrumental techniques, ionization
cross-sections, pressure measurements,
and thermodynamic data

(IUPAC Technical Report) 

Abstract: An assessment of high-temperature mass spectrometry and of sources of
inaccuracy is made. Experimental, calculated, and estimated cross-sections for
ionization of atoms and inorganic molecules typically present in high-temperature
vapors are summarized. Experimental cross-sections determined for some 56
atoms are generally close to theoretically calculated values, especially when exci-
tation–autoionization is taken into account. Absolute or relative cross-sections for
formation of parent ions were measured for ca. 100 molecules. These include
homonuclear diatomic and polyatomic molecules, oxides, chalcogenides, halides,
and hydroxides. Additivity of atomic cross-sections supplemented by empirical
corrections provides fair estimates of molecular cross-sections. Causes of uncer-
tainty are differences in interatomic distances and in shapes of potential energy
curves (surfaces) of neutral molecules and of molecular ions and tendency toward
dissociative ionization in certain types of molecules. Various mass spectrometric
procedures are described that render the accuracy of measured thermodynamic
properties of materials largely independent of ionization cross-sections. This ac-
curacy is comparable with that of other techniques applicable under the conditions
of interest, but often only the mass spectrometric procedure is appropriate at high
temperatures. 

Keywords: mass spectrometry; high-temperature mass spectrometry; ionization
cross-sections; cross-sections; dissociative ionization; ionization; high tempera-
ture; Division II.
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1. INTRODUCTION 

Determination of thermodynamic properties at high temperatures for condensed phases and for gaseous
or vapor species by mass spectrometric (MS) study of vaporization processes [1,2] has been performed
for 50 years. During this period, a number of review papers have appeared describing instruments and
experimental procedures in high-temperature mass spectrometry (HTMS) [3–28]. Synopses of the re-
sults have also been presented [3–6,8–10,14,17,18,20–28]. Data obtained by this technique for individ-
ual compounds, whether gaseous or in the condensed phase, are incorporated in tabulations of dissoci-
ation energies [29–38], of thermodynamic properties [32–38], and of ionization potentials [30,39,40]. 

A key aspect of the method is the conversion of primary mass spectral ion intensity data for in-
dividual species at specified temperatures to absolute or relative partial pressures. The purpose of the
present report is to assess the accuracy and precision of pressures obtained from MS measurements.
Attention is paid to the influence of ionization cross-sections and of other factors on such data. 

2. PRINCIPLES OF THE METHOD 

The basic principles of HTMS methods are: 

• to cause a condensed-phase system to vaporize at a known temperature, in general at conditions
close to equilibrium, under vacuum, or in the presence of an externally imposed and controlled
pressure; 

• to form a properly collimated molecular beam in which the flux of each vapor species can be re-
lated to the partial pressure of that atom or molecule; 

• to submit the atoms and molecules in the beam to ionization in the source of a mass spectrome-
ter; 

• to determine the mass-to-charge ratio for each atomic and molecular ion formed, and to measure
the mass-selected intensities as a function of a sufficient number of parameters to reconstruct the
physical processes relating the ions to the gaseous species they were formed from; 
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• by appropriate calibration, to convert the ion intensities for individual species or their ratios into
absolute or relative partial pressures in the vapor under investigation; and

• to insert the partial pressures obtained into established thermodynamic formulae relating Gibbs
energies, enthalpies, entropies, or free energy functions, and to determine the variation of these
properties with temperature and/or composition. 

When the Knudsen effusion mass spectrometric (KMS) method is used to study molecular beams,
calculation of the steady-state number density in the latter and application of the Beer–Lambert law to
ionization at low number density provide [4,16]: 

(1)

pj is the partial pressure at temperature T of species j in the gas under analysis, I+
jk the intensity

recorded for the ion k formed from moiety j, and Sjk the sensitivity of the instrumental assembly and
ionization process. Sjk is itself proportional to an instrument factor g that is assumed to be independent
of j. Sjk is also proportional to εk, the extraction coefficient from the ionization source, τk the transmis-
sion of the mass analyzer, γk the detection coefficient of the ion k, and fk the isotopic abundance frac-
tion [41,42] of ion k. Sjk in particular further depends on the partial ionization cross-section σjk(E) of
the neutral species j for forming the ion k at an ionizing electron energy E. As will be discussed later,
σ is a function of E and sometimes of T. We will also discuss the relationship between and the use of
partial (σjk) and total (σj) ionization cross-sections. 

In summary, 

(2)

When high-pressure or supersonic molecular beam sampling methods are used [15,19,23], rela-
tions 1 and 2 connecting the observed ion intensity and the original partial pressure of the species re-
main essentially valid. However, the instrument factor g then becomes a function of the total pressure,
requiring special treatment (see Section 4.5). 

3. ANALYSIS OF FACTORS DETERMINING ACCURACY 

Mass spectrometric studies in high-temperature chemistry, aimed at the determination of thermody-
namic properties for condensed phases and for gaseous molecules, mostly make use of Knudsen effu-
sion (see, e.g., [1–14,17,20,21,24–28]) or of vapor transport supersonic molecular beam sampling meth-
ods (see, e.g., [15,19]) to generate the molecular beam that is to be analyzed with respect to the nature
and the pressure of the gaseous chemical entities present in the cell containing the sample. 

Four groups of factors that influence accuracy, introduced and discussed separately as far as pos-
sible, are: instrumental, physical, chemical, and physicochemical, thermodynamic. Distinction is fur-
ther made between avoidable or detectable systematic errors connected with the limitations of experi-
mental assemblies, random uncertainties, and systematic uncertainties that are at present either
unknown or difficult to correct for. 

Instrumental factors include: 

• the design of the Knudsen cell assembly or, in the transport method, of the container-sampling
probe assembly; 

• the mode of heating these devices; 
• the measurement of temperature; 
• the mode of forming the molecular beam;
• the spatial extent and the orientation of the beam with respect to the ion source of the mass spec-

trometer; 
• the type of mass spectrometer; 
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• the ion detector/collector; and
• the quality of the vacuum achieved in the assembly. 

Instrumental factors also include the geometry of the ion source, the construction of the fila-
ment(s) or cathode assembly, the ionizing current regulation, and various parameters involved in oper-
ating the ion source. 

Physical factors are mainly related to the need to ionize the species in order to achieve their iden-
tification and to measure their partial pressure. It is, hence, necessary to reconstruct the nature of the
ionization processes that led from the neutral precursor to be identified to the ion(s) actually observed.
The physical factors, as defined here, include cross-sections for ionization, which are discussed sepa-
rately. The evolution in time of the ion between its formation and the moment it is actually mass ana-
lyzed, should also be considered. 

Chemical and physicochemical factors include: 

• the purity of the substances under investigation; 
• the possible modification of the activity of pure substances as a result of their interaction with the

container or other substances with which they coexist; 
• the degree of establishment of mutual equilibrium between these substances as well as with the

gas phase; 
• the modification of partial pressures by the sampling process; and 
• the phase relationships at each time during the experiment.

Thermodynamic factors include the thermal data for the relevant condensed and gaseous phases.
Since thermodynamic functions for gaseous atoms and molecules are calculated with statistical me-
chanical formulae, the accuracy of spectroscopically determined, quantum-chemically calculated, and
especially empirically estimated molecular constants also requires consideration. Physicochemical and
thermodynamic factors are in fact the same in the procedures analyzed here and in other methods of
pressure determination. 

4. INSTRUMENTAL FACTORS 

4.1 Temperature measurement 

When the temperature of the cell and/or the reactor is measured with a thermocouple, use of sheathed
wires is recommended to avoid deterioration or contamination of the thermocouple materials by chem-
ical attack from effusing vapors. Use of uninterrupted wires down to a 0 ºC thermostatic bath or a tem-
perature-compensated cold junction is important. To avoid excessive heat leak by the presence of the
thermocouple, several cm of the thermocouple wire near the hot junction should be coiled up in a re-
gion near the cell isothermal with the sample. To ensure good thermal equilibration between the cell
and the thermocouple, it should be solidly and intimately attached, typically screw-tightened, welded,
or swaged. Use of these procedures is necessary to ascertain reproducibility of temperature measure-
ments within 0.5 K. 

In optical pyrometric temperature determinations, the interior of the effusion cell often may serve
as a black-body cavity. Alternately, cylindrical holes with length/diameter ratios greater than 8 [43]
should be drilled in the cell body as close as possible to the sample surface. The absorbance of the win-
dow and of other optical elements should be carefully determined to allow calculation of the true ther-
modynamic temperature from the measured apparent value. Intercepting the molecular beam with mov-
able devices (“shutters”, “flags”, “beam stops” [44]) is essential to minimize vapor deposition on
viewports, which should be regularly cleaned and recalibrated.

The sample or its evaporating surface should be as close as possible to the region where the tem-
perature is actually measured in any of the ways mentioned, unless it is established that the entire oven
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assembly is isothermal. This point will be discussed further in connection with cell shape and furnace
design. 

Temperature calibrations should be preferably based on, or at least checked by, mass spectromet-
ric monitoring [6] of the pressure of elements with a well-known melting point [45]. Ideally, calibration
should be made in the temperature range of the experiments to be subsequently performed. The accu-
racy of such calibrations depends on the amount of the reference material placed in the cell and on the
rate of cycling temperature around the melting point. The purity of the temperature reference sample
should be checked regularly to avoid cryoscopic temperature decrease by crucible dissolution or con-
tamination by reverse effusion of volatile species from deposits previously accumulated in the furnace
assembly. This calibration procedure can make it possible to verify that the temperature is uniform
throughout the cell, that the thermocouple or the black-body cavity is correctly located and that the
reading devices perform adequately. Up to the melting point of gold, the melting points defining the
International Temperature Scale, ITS-90 [45], provide the highest accuracy. In the 1400–2200 K range,
a pyrometer has been developed [46] with an accuracy within 0.5 to 1 K of ITS-90, extrapolated with
use of the Planck law. 

4.2 Mechanical assembly of Knudsen cells 

An important consideration in the design of a Knudsen cell is to make certain that the temperature is
uniform throughout the inner cavity where evaporation takes place and the region where the tempera-
ture is measured. Gradients cause significant problems. These include incorrect temperature readings,
condensation on cool parts of the cell, clogging at the orifice in extreme cases, and other perturbations.
In the presence of purposely introduced gradients, it was shown [47] that the mass spectrometrically
measured fluxes tend to be controlled by the temperature at the location of the sample. Knudsen cells
should preferably consist of two more or less symmetric, heavy (compared with the sample), tight-fit-
ting parts rather than of a large body and a loosely fitting lid. The two parts should mate with a joint
that is either tapered, well ground and friction-fitted, screwed, or welded to avoid temperature gradients
or gas leaks and to retard creeping of fluid samples through the cell joint. For chemical, technical, or
economic reasons, use of cells completely made of the same material may be precluded. The Knudsen
cell in the strict sense has then to be located in a surrounding shell or envelope. This outer shell should
possess the thermal properties described above for cells made of a single material. In the temperature
range where they can at present be used, heat pipes surrounding the cells [48–50] may facilitate ther-
mal equilibration. Temperature uniformity in cells is also related to the nature and geometry of their as-
sociated furnace and shield assembly. The cells should be supported on legs as thin as is compatible
with mechanical stability or be mounted in such a way as to avoid major heat loss through conduction
into the support. 

Resistance furnaces, heated with W, Mo, or Ta resistors and/or electron bombardment of the
Knudsen cell or of its envelope may be used in the high-temperature regime. Resistance furnaces with
a heater consisting of a single foil, mesh, or wound resistor as well as cells heated by electron bom-
bardment have proven to work satisfactorily in many instances. Multiple shields are often designed into
the heated system to minimize temperature gradients. Care should be taken to simultaneously minimize
collision of effusing gases with the furnace or hot shields. These may indeed give rise to spurious con-
tributions, either immediately by reflection, or over time, as material deposited in the shield region is
reemitted, in particular when the temperature is raised. 

4.3a Effusion orifices and equilibrium in cells 

A properly collimated molecular beam is to be formed under circumstances such that there exists a
known relation between the flux of each gaseous species in the system and its partial pressure in the
cell. When using a Knudsen cell, the mean free path within the cell should, therefore, remain larger than
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the diameter d of the effusion orifice. This condition is in practice met when the total pressure p is such
that p/d does not exceed 1 Pa/mm. 

The kinetic theory of gases shows that, for each gaseous species j, the differential effusion flow
expressed in amount of species j per time (SI units mol s–1) is given by the Hertz–Knudsen equation: 

(3)

In this relation, pj and Mj respectively represent the partial pressure and the molar mass of the species
j and T the cell temperature, R the gas constant, a the area, and C the Clausing factor of the orifice [51].
The latter factor is the transmission probability of the actual orifice referred to that of the corresponding
“ideal orifice” in an infinitely thin lid, for which C = 1.

Concordant values have been calculated [52–56] by different authors for the Clausing factor of
truly cylindrical effusion orifices. In the range 0 ≤ l/r ≤ 5, the usual one in effusion studies, this factor
can be represented [53] within better than 0.1 % by the empirical relations 4–6. In these relations,
L = l/r, l being the length and r the radius of the orifice. 

(4)

with 

(5)

(6)

Clausing factors have also been computed for conical orifices [54]. The latter data and a detailed
discussion [57] for “spherical” orifices afford correction for imperfections introduced by machining. 

An effusion orifice is rarely perfectly round. To determine its area, good practice includes care-
ful optical microscopic observation. Calculating the actual area and using an effective radius is gener-
ally adequate if l/r is small. One should correct for thermal expansion of the orifice. 

When the pressure increases in the Knudsen cell, the mean free path λ of the molecules in the gas
phase can become comparable to the orifice diameter. At that stage, called “failure-of-isotropy”, colli-
sions between species in the vicinity of the effusion orifice start to modify the effusive flow process.
The resulting corrections for eqs. 4–6 imply—in principle—that eq. 3 remains valid for K larger than
8, where K = λ/2r is the Knudsen number. Calculated and measured correction factors agree to within
better than ±2.5 % for Knudsen numbers ranging from 0.4 to 8. This leeway allows extension of pres-
sure measurements with effusion cells by up to a factor of 20 beyond the limit (~10 Pa) usually ascribed
to Knudsen effusion experiments. More extensive discussions of the effusion method, applications, and
results are presented in [57,58]. 

It was assumed above that the pressure in the cell remains close to its equilibrium value, i.e., that 

• the number of molecules removed from the system per unit time for sampling purposes is small
compared to the number of molecules entering the gas phase as a result of processes taking place
within the system and 

• the rate of gas interaction with the sample is much greater than the effusion rate. 

The vaporizing surface A of the sample should consequently be as large as possible compared to
the effective effusion area, aC. 
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For some solids, the rate of surface reactions may cause the vaporization process to be slow, a
regime often called retarded or hindered vaporization. The measured pressure then depends on the ratio
f = aC/A and on the conductance of the cell [59,60], 

(7)

where α is the evaporation coefficient [61] of the effusing species, WΑ the Clausing factor of the inner
cell body, pm the measured pressure, and peq the equilibrium pressure. This relation was confirmed by
Monte-Carlo calculations [62]. It is to be stressed that upon using eq. 7, one presumes that the vapor-
ization coefficient remains constant and independent of the degree of vapor saturation over the pressure
range between pm and peq (see [61,63]). 

Only if this assumption is valid may one extrapolate pm against f pm by varying the orifice size
and obtain peq from the intercept and α from the slope. Nonlinearity of such a plot [63], or an extrap-
olated equilibrium pressure clearly different from the value reliably determined with other methods
[64], may indicate a complex vaporization mechanism in which vaporization and condensation coeffi-
cients depend upon the degree of saturation of the vapor. It may then be difficult to obtain an equilib-
rium vapor pressure from effusion measurements. To acquire information about vaporization or con-
densation coefficients under such circumstances, one must also be careful to define vaporization and
condensation coefficients precisely [61]. In practice, instrumental limitations may prevent measurement
at small enough orifice sizes that the assumptions underlying eq. 7 apply. 

Use of porous or powdered samples to increase the sample surface area has been critically dis-
cussed [63]. An element or a compound added to a system as a vaporization catalyst [13] should be ver-
ified not to give rise to chemical transport. In the case of graphite, for example, enhanced volatility in
the presence of platinum is largely due to formation of the very stable molecule PtC(g) [65]. 

How close the open Knudsen cell system actually is to thermodynamic equilibrium can be read-
ily verified by checking whether or not absolute pressures, ratios of pressures, or reaction quotients de-
pend on the area of the effusion orifice at constant composition and surface area of the sample. 

In concluding this section, it is recommended that f = aC/A ratios be reported for pressure meas-
urements based on use of Knudsen cells in order to facilitate intercomparison of experiments and re-
sults reported by different authors. 

4.3b Orifices and equilibrium in cells for high-pressure supersonic sampling 

The sampling orifice—usually called the nozzle—in a high-pressure sampling system is generally
much smaller than for a Knudsen cell and typically is less than about 0.1 mm in diameter. Its size and
shape are subject to gas dynamic constraints [15,66,67]. Often, it is located at the apex of an inverted
45° degree cone pointing back toward the sample, although successful designs using a flat plate with
an imbedded 45° conical orifice have been reported [15]. Important conditions imposed on supersonic
nozzles are that they be designed to withstand the pressure differential and produce a nearly laminar
flow. 

Equilibration in the high-pressure cell depends strongly on the residence time of the carrier gas
over the sample, as is discussed for the transpiration method [68]. If it is too short, the escaping gas is
undersaturated and deduced pressures are too low. If the residence time is too long, the gas can be-
come supersaturated, resulting in deduced pressures higher than equilibrium values. In between, a sat-
uration plateau region is generally found for a range of flows. It is necessary to test for the presence
of such a regime to avoid being confronted with a cell or a system for which equilibrium cannot be es-
tablished. Common causes of such situations are excessive back-diffusion of sample material into the
cooler upstream regions or an orifice improperly sized for the pressure regime. When the composition
of the vapor is complex, polymeric species usually show the effect of undersaturation before the
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monomer does. In some cases, this is related to evaporation and condensation coefficients discussed
above. 

4.4 Effusive molecular beam sampling 

The molecular beam to be analyzed is, in principle, defined by the Knudsen cell orifice and the entrance
of the ion source. The corresponding solid angle for detection of effusing species ranges from 10–4 to
10–3 steradian. To restrict transfer of energy and deposition of matter emitted by the cell, the latter is
surrounded by radiation shields. The beam crosses openings in these shields and additional collimating
orifices before entering the ionization chamber through an aperture that mostly is attached to (or part
of) the ion source. Refrigerated perforated plates or traps may also be interposed between the cell and
the ion source. 

The various openings or connections between differentially pumped compartments generally de-
limit a larger solid angle than do the effusion orifice and the entrance aperture of the ion source.
Extraneous gaseous species formed in or scattered from various locations within the furnace can hence
reach the ion source [69–71]. Methods to detect adventitious contributions to the beam include meas-
uring the intensity distribution or “beam profile” with a movable slit [4,69,70] or a blade [71] and de-
termining a phase shift, where synchronous measurement of a modulated beam is performed [72,73]. 

Quantifying the effects of extraneous species can be problematic when surface diffusion of ad-
sorbed species along the walls of the effusion orifice results in only a small difference between the ob-
served and the calculated intensity distribution or that recorded for supposedly well-behaved reference
substances. This problem was already discussed in a previous analysis of the actual behavior of effu-
sion cells [57] and may be an important source of error when the orifice area is quite small. Sampling
species in a cone comprised within the steric angle defined by the effusion orifice, i.e., viewing inside
the effusion cell [50,74] circumvents collecting extraneous species. 

4.5 Supersonic molecular beam sampling (SMBS) 

For high-temperature systems with total pressures in the range 100 to ≥105 Pa (1 bar), beams for mass
spectrometric analysis are generated by supersonic sampling techniques. These can have special con-
sequences with respect to ionization processes and cross-sections (see Section 6.5). The expanding jet
from the supersonic sampling nozzle is skimmed by a second inverted cone (typically with a 30° in-
cluded angle). The orifice diameter at the apex of this skimmer cone is chosen to just fill the entrance
aperture of the ion source. Typically, the solid angle for formation of the molecular beam is located be-
tween 10–5 and 10–4 steradian. Unlike with effusive beams, molecular contributions from the outer sur-
face of the cell generally cannot reach the ionization source. The skimmer itself also acts as a major
pressure reduction element and removes gas outside the sampling solid angle from the nascent molec-
ular beam. 

In a properly pumped system, the Mach disk is too weak to be a major stagnation point. A skim-
mer orifice located ~120–150 nozzle orifice diameters downstream generally produces near-optimum
beam intensities. The exact position depends on cell pressure and on details of the orifice geometry and
is best found empirically. The optimized location should be verified not to change significantly over the
range of source pressures and temperatures investigated, or provision made to reposition the skimmer
during experiments. 

The sampling and measurement process varies from continuous to pulsed. For most studies,
pulsed methods are either preferred or essential: they include use of mechanical choppers to modulate
continuous beams [15,75] and thermal pulsing of the vapor [76] or of the condensed [18] sample prior
to molecular beam production. 

In the transpiration method, total pressures of the sample and the carrier gas together, up to about
105 Pa, are readily accessible, depending on pumping capacity in the nozzle-skimmer region. Detection
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limits are set by the cell design and by the requirements that reverse transport of the sample be minimal
and that flow rates be sufficient to avoid supersaturation of the carrier gas [66,67]. A typical total pres-
sure range is ~5 to ~100 kPa with detection limits for species down to 1 ppm. 

4.6 Ion, electron, and molecular beam intersection 

The molecular beam is crossed with a beam of electrons in the ion source of the mass spectrometer. Two
configurations are used. In one, the electron beam, the molecular beam, and the ion beam are mutually
perpendicular. In this type of assembly, the ionization chamber can be quite open. The molecular beam
may then traverse the latter without hitting its walls. Other advantages of the perpendicular assembly
are that the effusion orifice can 

• serve as a black-body hole for temperature measurement by optical pyrometry; 
• be visually inspected to assist in properly aligning the effusion cell and the molecular beam; and
• be observed in order to detect surface migration, creeping, or intergranular penetration, especially

when these phenomena modify the emissivity of the cell area surrounding the effusion orifice
[69,70]. 

Analysis of the intensity distribution in the molecular beam may often be corroborated. 
In the alternate configuration, the extracted ion beam is coaxial with the molecular beam. It is then

difficult to avoid interaction of species in the molecular beam with plates within the ion source, where
the vapor species may scatter, condense and re-evaporate, or form new volatile by-products by surface
recombination. Such processes are important potential sources of error in the co-axial assembly when
volatile species are analyzed. Condensable species may also influence the performance of the ion source
by modifying the effective work function of the electrodes and by forming insulating or conducting lay-
ers. 

Formation of spurious ions in the source region [77] and observation of ions issuing in small
amounts from the Knudsen or the transport cell [78] have also been reported. As the efficiency of ion
sources is only ~10–3 to 10–5 in producing ions from neutrals, the relative importance of small incom-
ing ion populations can occasionally be significant, especially at very high temperatures, such as with
laser-heated samples. Ion source contamination by alkali and other metals or compounds with low ion-
ization energy Ei can also result in notable extraneous signals. The value of phase-sensitive detection in
identifying extraneous signals and the presence of secondary reactions in the ion source has been
demonstrated [79]. Simply turning off the source filament often also evidences the presence of spuri-
ous ions. Quantifying the importance of incident ions relative to that of neutral species is more difficult. 

In all configurations, parallax can cause the signal to depend on the entrance angle of the molec-
ular beam and thus on displacement of the cell. Restrictive collimation, in which the molecular beam to
be analyzed is defined by apertures interposed between—and smaller than—the orifices of the Knudsen
cell and the ionization chamber, eliminates parallax errors [74]. 

4.7 Residual pressure and measurements for “permanent” gases 

Conventional vacuum gauges, properly installed to monitor the source region and other sections of the
MS as well as use of the instrument as its own vacuum analyzer and leak detector, usually provide ad-
equate monitoring of the residual (or “background”) pressure that arises from the ubiquitous presence
of so-called permanent, or noncondensing, gases (including atmospheric gases, water vapor, volatile hy-
drocarbons from inadvertent fingerprints, pump oil, and the like). The following considerations never-
theless seem warranted. 

• The residual pressure in the ion source and the steady-state number density in the molecular beam
should be low enough to avoid second-order processes such as molecule–ion interactions. In the
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present context, this type of process would correspond to reaction between ions formed in the ion-
ization chamber and neutral species present in the latter as constituents of the molecular beam or
of the residual gas. To prevent occurrence of such phenomena, the pressure in the ion source
should be definitely lower than 1 mPa, and the local steady-state number density in the molecu-
lar beam should be correspondingly low. Achieving the required vacuum requires attention to
pumping capacity when gases such as H2, N2, O2, H2O, CH4, CO, CO2, etc. are either formed by
decomposition of the system studied or intentionally introduced into the effusion cell. In the case
of condensable species, and when the distance between the effusion orifice and the ion source is
about 5 to 7 cm, the more stringent upper pressure limit for effusion to occur under Knudsen con-
ditions simultaneously ensures that the maximum allowable steady-state number density is not
exceeded in the molecular beam during traversal of the ion source. 

• In SMBS, differential pumping and separation of the sampling orifice (nozzle) and ion source re-
gions are required, together with attention to the design of the sampling orifice and of the down-
stream “skimmer” or secondary beam-defining orifice. The large number of molecules leaving the
sampling orifice may indeed cause significant fluid dynamic effects, such as strong shocks and
stagnation zones. The possibility that gas scattered from such regions enters the ion source at an-
gles other than the collimation solid angle requires that the direct molecular beam be modulated,
typically with a chopper or by modulation of the vapor-producing process, as in laser vaporiza-
tion. To separate signals from background interference, the ion signal is then detected and
processed with a phase-sensitive detector, typically a lock-in amplifier, or other time-resolved de-
tector amplifiers (such as signal averagers, multichannel scalers, boxcar amplifiers, etc. operating
synchronously with signal production). The absence of background contributions should, never-
theless, be ascertained. Attention to design of the vacuum chambers and use of high-speed pump-
ing are both required to minimize gas dynamic effects. In a properly constructed high-pressure
sampling system, the molecular beam density in the ion source is no higher than in investigations
based on Knudsen effusion because longer path lengths are typically used in the former.
Differential high-speed pumping ensures residual pressures below ~0.1 mPa in the ion source and
precludes undesirable ion–molecule collisions. 

• In both low- and high-pressure sampling, scattering of molecules from the molecular beam by
residual gas must obviously be avoided. The residual pressure in successive differentially pumped
compartments should be low enough for the mean free path to be much larger than the length of
each compartment, which typically requires pressures ≤10–2 Pa in the nozzle skimmer-chamber
and ≤0.1 mPa in regions where molecular beams are formed or present. 

• In KMS, reverse effusion may occur when the thermochemical conditions in the cell imply local
reduction of the partial pressures of some constituents of the residual gas. In the latter, oxidants
such as O2, H2O, and CO2 are often more abundant than reducing constituents such as CH4 and
other hydrocarbons. Influx of residual gases with partial pressures in the µPa region or lower may
hence either prevent complete deoxidation of the sample studied, cause slight oxidation, or lead
to steady-state conversion of entering O2, H2O, etc. into effusing metallic oxides [80,81]. In high-
pressure systems, gas dynamic flow generally precludes such effects. 

• The residual gas pressure along the trajectory of the ion beam in the analyzer must be low enough
to avoid scattering and collision-induced decomposition of molecular ions. The acceptable resid-
ual pressure, hence, depends somewhat on the particular dimension of each mass spectrometer.
The residual pressure should also be low in the detector housing to avoid altering the yield of the
secondary electron multiplier. In magnetic single or double focusing instruments, the beam-defin-
ing slit often acts as a differential pumping orifice and makes it possible to maintain UHV con-
ditions in the analyzer and/or detector housings. Especially where air-sensitive multipliers are
used, valving off the detector (and the source) region is desirable whenever the MS is opened. 

• When the ion source and cell regions are enclosed in separately pumped housings, the location,
nature, and shape of the molecular beam shutter are important parameters for the proper meas-
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urement of those effusing gases that are also present in the residual gas or that cannot be distin-
guished therefrom within the resolving power of the MS. A shutter more or less tightly closing
the aperture between the furnace and ion source regions could indeed generate adventitious con-
tributions to the genuine effusing beam when the residual partial pressure of some interfering gas
is higher in the furnace housing than in the ion source region [74]. Any shutter should actually be
mounted in such fashion that its operation does not appreciably influence the pumping speeds in
and between compartments. Sufficiently large pumping capacities minimize such problems. 

4.8 Mass bias 

Mass bias (discrimination) designates contingent systematic differences, dependent upon atomic or mo-
lecular mass rather than on chemical nature, between quantities to be measured and those actually ob-
served. Such quantities here include partial pressures and ion intensities or their ratios. 

In the molecular beam-forming process, Knudsen effusion has been shown to produce a cos θ in-
tensity distribution about the normal to the orifice, essentially independent of mass. The Hertz–Knudsen
relation, eq. 3, takes account of the dependence of the rate of effusion on mass.

High-pressure sampling generally results in strong forward-peaking of the nascent beam, often
according to cosnθ, n ≥ 4 being dependent on cell pressure, orifice diameter, and mass. The tendency is
for heavier species to be concentrated toward the beam centerline, a phenomenon known as Mach fo-
cusing. This effect can, to some extent, be compensated for by choosing a carrier gas with a mass com-
parable to the average molecular weight of the species in the beam. In practice, it is necessary to cali-
brate for the effect, typically by adding to the carrier gas, at the percent level, a known mixture of inert
gases up to Xe or perfluoro compounds, for instance, at higher masses. This procedure actually provides
measurement of the overall bias of the complete system during high-pressure sampling and mass analy-
sis. 

Charged particles formed in the ion source are drawn out and accelerated into the analyzer to
measure the mass-to-charge ratio and the intensity for each ion present. The MS generally comprises
an ion source, a mass analyzer, a detector (Faraday cup and/or multiplier), a detector amplifier (elec-
trometer or ion-counting equipment), and a data recording system [82]. Mass bias can, in principle,
occur at each of these stages. The recorded information may, hence, be vitiated by convolution of a mass
dependence of the draw-out efficiency from the ion source, a mass-dependent transmission coefficient
through the mass-analyzer, and a mass-dependent response of the detector for the ions observed. 

Stray or auxiliary magnetic fields in the ion source influence the trajectories of charged species
as a function of their masses and energy. They may cause observation of peculiar ionization efficiency
curves (see below) and induce mass bias in the extraction yield from the ion source. When possible, it
is, therefore, preferable to use ion sources without magnetic electron beam confinement and with good
magnetic shielding. There are, at present, no indications for a temperature dependence of the extraction
yield of ions formed from species in the molecular beam. However, it is necessary that the ion source
be protected against thermal radiation from the oven assembly. 

Pronounced bias is generally ascribed to quadrupole mass spectrometers, for which adjustment of
potentials on various elements such as the source, extraction, and focusing lenses can modify transmis-
sion over the mass range. Frequent calibration against a standard gas mixture, or some other known
mass spectrum, is therefore desirable. Quadrupoles can be tuned for transmission to be either propor-
tional to 1/Mk or relatively constant within a certain mass range. Bias often assigned to the quadrupole
analyzer itself actually results from use of a low draw-out potential for ions from the source into the an-
alyzer, typically 5–30 V, compared to 2–8 kV in magnetic instruments. This low energy causes signif-
icant differences in dwell time for ions in the analyzer, with consequent differences in selectivity.
Making the draw-out potential proportional to mass can reduce analyzer bias significantly. In the ab-
sence of sufficient post-acceleration between the quadrupole analyzer and the secondary electron mul-
tiplier, the ions impinge with relatively low energies onto the first dynode of the detector. This dynode,
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however, increasingly discriminates against charged species of higher mass when their momentum is
lower than the threshold value required for effective conversion of ions into secondary electrons. In re-
cent years, this problem has been overcome through use of a separate “conversion” dynode, operated at
5–10 kV or more [82]. The latter bias effect can also be significant for other analyzer-detector arrange-
ments and particularly for very high-mass ions. 

The efficiency of electron multipliers may be a function of the mass and of the chemical nature
of the ion [83]. For secondary electron multipliers used with electrometers in the analog detection mode
at constant post-acceleration, the mass dependent factor has been summarized for atoms [84,85].
Measured yields have been compared with a previously proposed—and commonly applied—relation,
γk ∝ q Mk

–1/2, where γk is the multiplier yield, q the charge on the ionic species k, and Mk its mass [83].
An alternate dependence, γk ∝ q Mk

–0.4, has been proposed for Mk ≥ 19 u [85]. Yields measured for
atomic ions may deviate by up to ±30 % from this relation and appear to depend on their electronic
structure [83–86]. For molecular ions [87], the yield depends on the degree of decomposition and par-
tition of kinetic energy at the first dynode (or another surface). Their yields may, therefore, be some-
what higher than for atomic ions of the same mass [88,89], but no general rule seems to have been pro-
posed for electron multipliers as was done for photoplates [90]. 

Linearity of electrometers or counting equipment and of associated recorders is rarely an issue for
state-of-the art equipment, but still should be checked. In particular, both for pulse counting and analog
detection, the multiplier response is known to depend on the flux, whereas pulse-counting recorders are
often strongly limited in their ability to separate pulses at high count rates. 

The evolution of technology in electronics and secondary electron multipliers explains the current
preference for ion pulse counting [89,91,92], but there is no satisfactory solution to accomplish vector
phase-sensitive detection. Fixing an appropriate counter discrimination threshold requires analyzing the
performance of the system. This remains necessary even when the beam to be detected is momentarily
intercepted (“shuttered”), and the net ion signal taken to be the difference between counts recorded in
the presence and absence of an incident molecular ray. The main requirement is that background pulses
originating from the electronic chain, and low-level noise in the electron multiplier, be clearly separated
from genuine events. The resulting discriminator threshold may be but a compromise between loss of
counts and undue noise. In the case of partial amplitude overlap between background and incoming
pulses, a mathematical treatment can be used to evaluate the mass bias associated with the chosen
threshold on the basis of experimental data. For a correctly thresholded ion pulse counting system, the
uncertainty is proportional to 1/√n, where n is the true number of incident ions.

The speed of the detection chain and especially the multiplier pulse transit behavior govern the
limit for linearity at a high counting rate. “Pulse pile-up” occurs for high counting rates, usually more
than 2 × 107 counts/s for the most rapid systems. A simple formula corrects for overlap of incident ions
[89]: 

(8)

where n and no are the true and observed counting rates and τ is the resolving time of the complete de-
tection chain. In practice, dead-times are such that the above correction is small until pile-up causes
pulses to overlap to the extent that they cannot be distinguished. 

Both analog and counting systems should be calibrated in the upper range of signals against a
properly operated Faraday cup. The main advantage of pulse counting is that use of high voltages in the
so-called “saturation region” can make the conversion efficiency essentially constant and independent
of the nature of the incident ion—hence, rendering mass bias in the multiplier quite small over broad
mass ranges. 
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5. CHEMICAL FACTORS 

Ideally, the substance investigated should be pure and the container inert. In practice, impurities may be
present in the sample studied while more or less pronounced alloying, reduction, or oxidation may take
place by interaction with the container. Such chemical interactions are avoided in laser vaporization
mass spectrometry (LVMS) [93], where the sample serves as its own container, local equilibrium nev-
ertheless being attained by inertial confinement of the Knudsen layer. 

5.1 Mass spectrometric observations 

Instead of by inference, as in many other methods, mass spectrometric analysis of the vapor can read-
ily identify the presence of unwanted or unexpected chemical factors via the observation of: 

• volatile impurities unrelated to the system; 
• evolution in composition by unexpected vaporization processes during conventional outgassing; 
• gaseous species formed by interaction with the container; 
• lack of reproducibility in absolute or relative intensities when cycling temperature, owing to on-

going interaction between the sample and the container; 
• in systems with more than one component, minute to large modifications in intensity ratios for

different gaseous species upon placing aliquots of the same sample in cells made of different ma-
terials; 

• time-dependent behavior in systems expected to be univariant; 
• hysteresis effects in nonstoichiometric compounds with a congruently effusing composition that

varies with temperature [94]; and 
• distortion of the intensity distribution in the molecular beam when wall penetration, surface mi-

gration, or creeping of liquids leads to vaporization from an area larger than the effusion orifice. 

Full mass spectra should, therefore, be recorded at a sufficient number of temperatures and at dif-
ferent times during an experiment. During the measurements and the subsequent interpretation of the
spectra, the possibility of fortuitous interference of different atoms or molecules with the same m/q
(mass/charge) ratio should be considered if the mass resolution of the instrument is insufficient for their
separation. Outgassing of the cell or crucible in situ as a preliminary step, and recording spectra in the
contemplated temperature interval in order to identify volatile impurities is recommended. In SMBS,
the same applies to analysis at the ppm level of the carrier gas as delivered to the system. Micrographic,
X-ray, chemical, microprobe, or other analyses of the sample, of the cell or crucible, and of the lid after
the experiment also provide useful information. Detailed information concerning the origin, prepara-
tion, and history of samples is highly desirable. 

5.2 Thermodynamic equilibrium in cells 

Formation of alloys or, more generally, of solid solutions by reaction of the sample with the cell mate-
rial can often be avoided or minimized by selecting the latter on the basis of existing phase diagrams.
Thermodynamic cross-checks can be performed, taking into account all measured ion intensities to
identify: 

• partial lack of equilibration; 
• significant crucible interaction; 
• incorrect sensitivity estimates; and
• incorrect calibration of the mass spectrometer for some gaseous species. 

In activity determinations, the Gibbs–Duhem relation should be integrated whenever possible to
check the consistency of simultaneously measured activities. The experimenter should bear in mind that
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mass spectrometric determinations lead, in many cases, to more information than is needed to define a
chemical system because the gaseous phase often contains several thermodynamically nonindependent
atoms and molecules. This additional information can be used to cross-check the measurements and to
improve the interpretation (but not the precision) of the mass spectrometric and of the thermodynamic
data. 

5.3 Physicochemical behavior of cells 

Other causes of inaccuracy best mentioned here are possible deviations from the cosine law on which
the relation between rates of effusion and partial pressure is based. This problem is inherent to the
Knudsen effusion technique, whether combined or not with mass spectrometric analysis of the vapor.
The use of calculated transmission probabilities or Clausing factors for the effusion orifices supposes
genuine effusion and absence of specular reflection or surface diffusion along the orifice walls [57].
Such parallel flow increases the deduced vapor pressures in the proportion of the diffusional to the total
flow. The mass spectrometer assists in uncovering deviations from the cosine law and their dependence
on the nature of the effusing molecule. Such effects have in reverse been used in the analysis of com-
plex vapors [95]. 

The influence of surface migration and specular reflection of molecules on the orifice walls has
been summarized [96]. A correction formula that depends on shape and size of the orifice and on the
mean free path for surface diffusion has been proposed. Some recommendations to detect and minimize
extraneous flow relative to genuine effusion are: 

• compare experimental runs using different lid materials; 
• use large orifices rather than small ones to minimize the surface contribution relative to genuine

effusion; 
• use large cells with properly chosen orifice sizes and appropriate amounts of sample to ensure

equilibration and, if of interest, to reduce the rate of change in composition of condensed phases; 
• use cylindrical orifices in reasonably thick covers rather than apertures in very thin surfaces—so

doing increases thermal inertia, reduces orifice cooling, and favors equilibration within the cell;
and

• sample the effusing beam in a narrow solid angle to minimize or avoid [74] collecting species re-
flected from shields or furnace walls. 

Diffusion or permeation of one or more constituents of the sample through the wall of the effu-
sion cell [97] may likewise perturb measurements. The incidence of such processes has been limited in
a number of instances by use of entire cells or of inserts made from high-density material, even from
single crystals. 

6. PHYSICAL FACTORS 

In order to determine the chemical formula of the neutral species and the nature of the chemical reac-
tions taking place in the sample cell, a variety of measurements is needed to characterize the neutral
progenitor of each ion observed. The information so to be gained is also of importance in the later con-
version of ion intensities into partial pressures. 

A reasonable understanding of the ionization processes taking place in the atoms and molecules
of the system studied and of the factors determining the relative importance of different ionization chan-
nels should be achieved. These processes obviously are fundamentally the same for rare gas and metal-
lic atoms formed at high temperatures or for organic and inorganic molecules. Valuable information on
the subject is available in classical and in recent monographs on collision processes in atoms and mol-
ecules [98–103] and on mass spectrometry [89,104–111], even when investigations at high tempera-
tures are not highlighted. Attention is also drawn to very general threshold laws [112–115] describing
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the idealized variation of cross-sections for excitation as well as for ionization near the minimal energy
required for these processes to occur. 

6.1 Ionization processes 

The intensity for each ion is normally measured as a function of the energy E of the ionizing electrons
to establish the ionization efficiency curve I(E) and, in particular, to determine the appearance energy
Ea, i.e., the minimum energy at which each ion is formed. For such measurements, the energy scale
should be calibrated and its linearity verified under molecular beam conditions. The latter may pre-
clude—or render quite approximate—calibration with permanent gases in a non-beam form.
Calibration is, therefore, preferably performed at the beginning of the experiment with a small amount
of a known, chemically inert substance that is more volatile than the system being studied. This added
substance may be and commonly is the one also used to determine the sensitivity of the instrument, as
described in Section 7.1. Later in the experiment, atoms found to be present in the gas of the system
studied can also be used to calibrate the energy scale. 

The minimum energy required to form a given ion is next compared with values [30,39,40] of
the ionization energy Ei known from optical spectroscopy, photo-electron spectroscopy, other mass
spectrometric experiments, quantum-chemical calculations, or empirical estimates. The distinction is
thus to be made between an ion formed by direct ionization [4,9] of a neutral molecule, i.e., a parent
ion, 

(9)

(10)

and an ion formed from a molecule with a higher molecular weight, i.e., a fragment ion 

(11)

Ei(A) is the ionization energy of moiety A, D(A – B) is the dissociation energy of the bond ruptured
during the ionization process. The inequality sign takes into account that fragments can be produced on
a repulsive potential energy curve and possess relative kinetic energy in excess of thermal values and
that either or both of the moieties A and B can be formed in electronically or vibrationally excited
states.

The intensity of each ion is normally measured as a function of temperature at constant energy of
the ionizing electrons. In general, the two or more ions for which the intensity ratio is observed to
change are not formed from the same precursor. This criterion is not unambiguous. The relative impor-
tance of parallel ionization channels in the same molecule can indeed vary with tempera-
ture [5,18,20,116–123]. 

The measurement of a threshold energy indicating direct ionization for a given system does not
ensure that interfering dissociative ionization of other molecules remains negligible at higher energies
of the ionizing electrons or when either the composition or the temperature of the system are modified. 

The nominal value of Ei in each set of data points may differ from its true value for a number of
reasons, resulting in random and/or systematic uncertainties. The reasons may include poor regulation
of the ion source electron current, thermal expansion and/or mechanical instability of the source as-
sembly due to heating by the electron-emitting filament (and temperature-stabilizing heaters in some
sources), and degradation of insulators by stray deposits from the molecular beam or from residual
gases, such as may originate from pump oils. The effective work function of the ion source assembly
always causes an offset of the observed Ei from the true value. This offset is calibrated for with well
known values of Ei.
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Additional systematic uncertainty may be introduced when the contribution of some molecule to
the total intensity Ii is deduced from measurements made in another laboratory, in another experiment
in the same laboratory, or even in the same experiment under different circumstances of temperature or
composition. The latter could, e.g., occur when dissociative ionization of AB to A+ + B + e– and direct
ionization of A to A+ + e– replace one another as predominant processes depending upon conditions. 

The low energy range of the ionization efficiency curve near threshold is the part generally ex-
ploited in studies of the type discussed here. In a number of instances, ion intensities for different
species have, hence, been measured at different energies, so chosen that (E – Ei) is constant or that E is
just as high as is justified by the restriction Ei (A

+/A) ≤ E ≤ Ea(A
+/AB). The investigator should prefer-

ably also examine the evolution in shape of the I(E) curve up to 80–100 eV as a function of system tem-
perature or chemical composition. Doing so often clearly shows whether two or more molecules lead
to formation of a common ion. In conventional single-cell measurements, interference between parent
and fragment ions is usually easier to detect if the difference Ea (A

+/AB) – Ei (A
+/A) is large. The use

of twin or multiple cells to compare I(E) curves for different compositions of the gas phase circumvents
conceivable undetected variation of ion source behavior between successive experiments [124]. 

When neutral beam velocity information is available, such as with transpiration mass spectrome-
try (TMS) [19], LVMS [93], or modulated-beam KMS [125], interpretation of fragment and parent ion
intensity data is more straightforward, although the experiments are more complex. 

Occasionally [126], formation of so-called metastable ions [104–111,116–118] is observed in
mass spectrometers with a magnetic sector. These correspond to unimolecular decomposition of ions
during transit between the ion source and the magnetic field. This process gives rise to the presence of
broad peaks at nonintegral masses in the spectrum. To be observed, the lifetime of the decomposing ion
is to be comprised within a rather narrow time interval [116–118]. The decomposing and the fragment
ion are then simultaneously present in the spectrum. The importance of observing metastable transitions
is that:

• such processes provide unambiguous identification of the precursor ion of the particular fragment
ion; 

• the precursor ion is usually but not necessarily the parent ion; 
• measurement of the minimum energy at which the process is observed provides a better approx-

imation to the appearance potential of the fragment ion (absence of kinetic shift); and
• a fraction of the decomposing ions is lost and appears neither as parent nor as fragment ion. 

When ambiguities arise in the interpretation of I(E) curves, modifying the chemical composition
of the system and applying the mass action law is indicated to establish the proper relation between the
actual neutral precursor and ion intensities measured at different values of m/q and E. 

It may be noted in the present context that identical molecular ions are often encountered in spec-
tra of solid samples obtained in spark source mass spectrometry (SSMS) [127] and in spectra produced
by electron impact in vaporization experiments of the type discussed here. The two modes of forming
ions are, however, quite different. In HTMS, ions are produced in single collisions of neutral species
present in molecular beams with electrons of defined and generally low energy. In SSMS, ionization is
mostly achieved [128] in RF sparks generated between two electrodes of the same material by a pulsed
high AC voltage (25–100 kV). The species produced first in time include singly and multiply charged
atomic ions [129]. The formation of molecular ions occurs later and is ascribed to plasma-chemical
processes [90,129]. These presumably comprise ejection of neutral species and of ions from either elec-
trode by sputtering and ion–molecule reactions, charge-exchange, ionization by collision with electrons
or with neutrals in highly excited metastable states in the space between the electrodes. Intermetallic
ions are, therefore, observed in SSMS not only when studying alloys, but also when the opposed elec-
trodes are made of different pure metals [90]. Hetero-atomic molecular ions are likewise generated be-
tween electrodes prepared from mixtures of powdered graphite with nonconducting substances such as
sulfur or oxides [129]. Observation of a given molecular ion in either one—or in both—of HTMS and
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SSMS spectra hence establishes stability of this ion against unimolecular decomposition in the time
elapsed between its production and detection. Such physical stability [130] does, however, not imply
that the relative intensities for particular ions should be comparable in HTMS and SSMS spectra, nor
that thermodynamic data for the neutral molecule corresponding to a given molecular ion can be de-
duced from SSMS observations, as can be done in HTMS by the procedures discussed below.

Selective post-ionization by electron impact of neutrals formed by sputtering of Cu and Ag actu-
ally showed [131] that, relative to the atom, the abundance of di- and poly-atomic molecules (clusters)
so formed is much higher than it is in thermally produced vapors. Determination of
σ(Ag+2/Ag2)/σ(Ag+/Ag) was thereby greatly facilitated [132]. 

6.2 Ionization cross-sections of atoms 

Among several sets [133] of calculated ionization cross-sections, four in particular [134–139] are or
have been commonly employed in mass spectrometric studies at high temperatures. 

The first set was introduced by Otvos and Stevenson [134], who drew attention to a theoretical
result of Bethe that the ionization cross-section of an atomic electron with quantum numbers (n, l) is
approximately proportional to the mean square radius of the electron shell (n, l). Accordingly, using hy-
drogen-like wave functions for valence electrons, these authors calculated atomic ionization cross-sec-
tions for the elements with Z = 1–56, 80, 81, and 82. 

Gryzinski [135] and Lin and Stafford [136] used the classical theory of inelastic collisions—the
binary encounter approximation—for each orbital l to obtain: 

(12)

with 

(13)

x = E/Ei,l, E is the incident electron energy, Ei,l the binding (or ionization) energy of the electron in or-
bital l, and σ0 a constant, the value of which for an elementary charge is 6.56 × 10–14 eV2 cm2. 

Lotz [137] proposed an empirical formula, within the Bethe formalism, with σl summation for
the various accessible orbitals: 

(14)

The coefficients al, bl, and cl are calculated using experimental ionization cross-sections and interpola-
tion along rows and columns of the periodic table. 

Mann [138,139], with equations similar to those of Bethe, the Born approximation and some ad-
ditional assumptions associated with its use at low energy, calculated the contribution σl of the electron
l (if not s1) to the total ionization cross-section σ as: 

(15)

A is the Bethe coefficient [134,138], Nl is the number of electrons in shell l with orbital radius r. For s
orbitals with a single electron, the formula becomes: 

(16)
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Relative cross-sections so obtained were normalized to the value 2.83 × 10–16 cm2 for Ar at the maxi-
mum of the cross-section [138]. The presently accepted value is 2.62 × 10–16 cm2 (see Table 2). 

Orbital radii virtually identical with those calculated by Mann [139] have been computed by
Desclaux [140] for the elements with Z = 1 to 120. 

Bell et al. [141], and Lennon et al. [142], in the course of assessing experimental cross-sections,
proposed: 

(17)

The Bethe factor Aj and the coefficients Bjk are fixed for each species j, by taking into account meas-
urements at low energy (≤100 eV), utilizing the Born approximation at high energy (≥300 eV), and scal-
ing for atoms and multicharged ions with the same number of electrons. Least-squares adjustment may
also be used. This tabulation is presently limited to singly and multiply charged ion production for el-
ements from H to Ni. 

In the framework of the present project, Mann’s total cross-sections [139], calculated by sum-
ming the contributions of all accessible shells and subshells, have been fitted [143] according to rela-
tion 17. Coefficients are presented in Table 1 for practical use. Figure 1 shows a typical σ(E) curve,
calculated using data from Table 1, together with the original curve calculated by Mann [139]. 

The experimental determination of ionization cross-sections for permanent diatomic gases and
relatively volatile metallic vapors was critically discussed by Kieffer and Dunn [144]. These authors
considered the incidence of uncertainties in extraction, transmission, and detection coefficients, sum-
marized data reported up to 1966 (high-temperature molecules excluded) and discussed the importance
of autoionization for a number of elements. 
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Fig. 1 Energy dependence of the cross-section for the process Ag + e– → Ag+ + 2e– as calculated by Mann [139]
(thin line) and by Program Sigma [143] (heavy line) with fitting coefficients reproducing the tabulated data (see
Section 6.2).
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Experimental ionization efficiency curves published up to 1986 for atoms and molecular gases are
reproduced in [145]. Measurements for 27 atoms were performed since with a crossed-beam apparatus
based on the use of fast atoms and molecules rather than on thermally produced ones [146–149]. Results
of earlier measurements for several additional elements are also cited in the latter reference. After re-
viewing their and prior experimental methods and making a detailed analysis of causes of error, over-
all uncertainties of respectively ±7 and ±15 % (one standard deviation) were evaluated for relative and
absolute cross-sections [146]. Similar uncertainty limits (±5 to ±20 %) were ascribed to mass spectro-
metric determinations of electron impact cross-sections for formation of both positive and negative ions
of C60 and C70 [150]. In crossed beam as well as in mass spectrometric experiments, part of the uncer-
tainty in measured cross-sections is, especially at high temperature, due to the use of molecular beam
sources for reasons discussed in Sections 4.4 to 4.8. In fast atom beams, the presence of excited states
with long lifetimes may influence the results. 

In Table 2, we compare the maximum ionization cross-sections, σm, calculated by Otvos and
Stevenson (OS), by Gryzynski (G), and by Mann (M) with experimental values for the maximum cross-
sections and for the corresponding energy. Also given are experimental cross-sections at E = 70 eV.
Table 3 compares ratios of calculated (M) and experimental values. Using recent experimental values
of σ(E) for comparison with the four models described above, satisfactory agreement is found with
Mann’s calculations and Lotz’ estimates. A typical comparison, that for Ag, is shown in Fig. 2. Some
of the experimental and estimated values recommended by Lennon et al. [142], deviate appreciably
from the calculated results. Figure 3 shows the extent of the discrepancies for elements with atomic
numbers Z = 1 to 28. Although Mann’s calculated cross-sections by and large agree with experimental
data, significant disagreements exist. A possible reason is that excitation–autoionization processes
[144] were not included in the calculations. In some cases, experimental error may also be indicated.
Significant discrepancies are observed for Al, Ga, and In, with experimental [146] cross-sections 60 %
larger than the calculated ones. For these elements, evidence for excitation–autoionization is summa-
rized in [146]. Theoretical treatment including excitation–autoionization of Cr [151] yields cross-sec-
tions in good agreement with experimental data [152], that are appreciably higher than follows from
formulae considering only direct ionization. For Cs [153] and Rb [154], the importance of excita-
tion–autoionization is again borne out by theoretical calculations. For Zn, Cd, and Hg, the process was
evidenced during determination of ionization efficiency curves near their thresholds [155]. 

Table 2 Maximum ionization cross-sections of atoms, σm; 1 Å
2 = 10–20 m2.

σm/Å
2 σm/Å

2 σm/Å
2 Em/eV Em/eV σm/Å

2 σm/Å
2 Ref.

OS [134] G [135] M [139] M [139] exp exp exp

H 0.33 0.76 0.22 37 51 0.63 0.61 [141]
[156]

He 0.23 0.41 0.21 98 145 0.38 0.32 [146]
Li 2.8 3.3 3.29 15 15 4.29 1.90 [141]
Be 2.1 2.9 3.16 35 3.15 2.50 [141]
B 1.7 3.2 2.60 41 40 1.74 [141]
C 1.4 2.8 1.98 51 2.07 0.05 [141]
N 1.3 2.4 1.52 62 1.4 [141]
O 1.1 3.2 1.27 69 1.6 [141]
F 0.62 2.4 1.03 80 130 0.98 0.87 [147]
Ne 0.58 1.7 0.82 97 180 0.74 0.49 [146]
Ne [157]
Na 4.8 3.8 4.02 14 100 10.50 [145]
Na 14 14 4.30 2.01 [158]

(continues on next page)



Mg 5.3 4.0 5.38 29 20 5.30 3.07 [149]
17 5.47 2.95 [159]

Al 5.1 4.9 6.18 31 24 9.90 7.82 [149]
Si 4.8 4.9 5.35 37 27 6.69 5.87 [149]
P 4.6 4.4 4.45 45 36 5.26 4.91 [149]
S 4.3 5.5 3.87 51 36 4.50 4.41 [149]
Cl 3.9 4.5 3.40 57 62 3.49 3.47 [147]
Ar 3.6 3.7 2.83 67 85 2.62 2.65 [146]

85 2.55 2.49 [160]
85 2.70 2.67 [161]

K 12.9 5.6 7.21 12 5.9
Ca 14.0 6.0 10.44 23 29 7.8 [162]
Sc 12.7 6.9 9.51 25
Ti 12.2 7.8 8.67 27 8.7 [149]
V 11.9 8.6 7.93 29 7.2 [149]
Cr 9.3 10.9 5.10 24 29 8.9 7.5 [152]
Mn 10.0 11.8 6.75 33
Fe 9.3 13.0 6.30 35 29 5.34 4.38 [149]

5.4 4.4 [152]
26 4.01 3.29 [163]

Co 8.7 12.9 5.96 36 5.87 [149]
Ni 8.1 14.3 5.48 39 5.04 [149]
Cu 6.1 12.9 3.80 31 27 4.09 3.47 [149]
Cu 30 3.21 2.89 [164]
Zn 5.3 7.9 4.65 44 50 5 5.03 [149]
Ga 6.0 7.3 5.94 41 34 9.19 8.26 [149]

27 11.0 8.49 [165]
Ge 6.1 5.8 5.71 47 32 7.46 6.64 [149]
As 6.2 5.0 5.02 45 40 6.12 5.69 [149]
Se 6.1 6.0 4.96 47 45 5.90 5.73 [149]
Br 6.0 5.3 4.55 52 50 4.43 4.36 [147]
Kr 5.8 4.7 4.05 61 70 3.70 3.70 [146]
Rb 19.4 6.5 8.40 11 6.8 [145]
Sr 21.4 7.0 12.91 22 6.0
Y 19.8 6.0 11.91 25
Zr 19.9 8.8 10.87 27
Nb 19.2 11.6 7.74 23
Mo 17.5 6.91 27
Tc 16.0 9.13 32
Ru 14.7 6.73 28
Rh 13.5 6.17 30
Pd 8.4 6.07 32
Ag 11.6 11.4 5.05 37 45 5.47 5.21 [149]
Cd 7.3 6.29 47 8.54 [149]
In 8.3 7.72 45 27 12.17 9.91 [149]
Sn 8.6 7.9 7.70 49 30 9.77 8.42 [149]
Sb 8.7 7.19 55 32 8.32 7.40 [149]
Te 8.5 7.09 42 45 8.27 7.92 [149]
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Table 2 (Continued).

σm/Å
2 σm/Å

2 σm/Å
2 Em/eV Em/eV σm/Å

2 σm/Å
2 Ref.

OS [134] G [135] M [139] M [139] exp exp exp



I 6.75 47 40 6.03 5.91 [147]
Xe 8.0 6.0 6.24 53 40 4.80 5.35 [146]
Cs 24.4 8.4 10.78 11 (15) (10) (8)
Ba 26.0 17.26 31 (15) (14) (6)
La 16.07 34
Ce 15.91 22
Pr 16.01 32
Nd 15.63 21
Pm 15.24 22
Sm 14.88 22
Eu 14.60 23
Gd 12.92 35
Tb 12.73 27
Dy 13.90 23
Ho 13.42 24
Er 13.20 24
Tm 12.99 24
Yb 12.77 24
Lu 10.92 31
Hf 10.44 33
Ta 9.55 37
W 9.24 32
Re 9.05 33
Os 8.09 38
Ir 7.71 40
Pt 6.60 34
Au 12.4 5.85 39 86.00 5.70 5.50 [152]
Hg 9.1 9.8 6.43 50 100.00 9.40 [149]
Tl 10.0 7.76 48 100.00 7.00 6.50 [145]
Pb 10.4 7.85 52 32.00 8.32 7.27 [149]

7.41 5.86 [166]
Bi 8.12 54 40.00 8.76 8.01 [149]
Po 7.91 58
At 7.61 63
Rn 7.29 68
Fr 10.21 29
Ra 17.52 32
Ac 16.51 36
Th 16.74 31
Pa 16.22 32
U 18.5 15.87 32 25.00 7.66 [149]
Np 15.38 33
Pu 15.83 30
Am 14.80 34
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Table 2 (Continued).

σm/Å
2 σm/Å

2 σm/Å
2 Em/eV Em/eV σm/Å

2 σm/Å
2 Ref.

OS [134] G [135] M [139] M [139] exp exp exp



Table 3 Relative ionization cross-sections of atoms σ (E; A+/A)/σ(E; B+/B).

A σ(E; A)/Å2 a B σ(E; A)/Å2 a E/eV σ(E; A+/A)/ Ref.
σ(E; B+/B)

expb

Cd 6.06 Ag 4.59 70 0.80c [202]
Cu 3.23 Ag 4.59 70 0.65c [202]
Pb 7.67 Ag 4.59 70 1.27c [202]
Zn 4.43 Ag 4.49 70 0.58c [202]
Ti 8.47 Ag 4.31 21 1.75 [194]
V 7.52 Ag 4.16 20 1.59c [20]
Al 6.13 Ag 5.05 37 2.66c [267]
Si 5.35 Ag 5.05 37 1.64c [267]
Ag 4.93 Pb 7.85 50 0.81d,e [268]
Tl 7.76 Ca 9.70 50 1.10d,f [268]
Ag 4.93 Ca 9.70 50 0.63d,f [268]
Ti 8.38 B 2.60 40 7.6g [269]
Gd 12.50 S 4.93 20 4.35g [270]
Eu 14.53 S 2.54 20 3.52g [94]
Mn 4.57 Se 1.99 14 2.4g [271]
Mn 6.11 Te 3.43 20 1.20g [272]
Pt 6.11 Ag 4.77 60 1.87h [273]
Au 5.60 Ag 4.77 60 1.27h [273]
Ti 8.13 V 4.31 18 1.0i [206]
Ti 8.13 Cr 7.24 18 0.89i [206]
V 7.24 Cr 4.93 18 0.64i [206]
Cu 2.89 In 5.81 16.5 0.74i [207]
Ni 3.76 Fe 4.84 (16.5)m 0.21i [207]
Co 4.45 Fe 4.84 (16.5)m 0.60i [207]
Al 5.25 Fe 4.84 (16.5)m 1.60i [207]
Cu 2.89 Ag 3.33 (16.5)m 0.85–1.07i [207]
Cu 2.89 Au 3.64 (16.5)m 1.8–2.10i [207]
Ag 3.33 Au 3.64 (16.5)m 1.2–1.45i [207]
Cu 2.89 Au 3.64 (16.5)m 1.09j [207]
Cu 2.89 Au 3.64 (16.5)m 1.6k [207]
Cu 2.89 Au 3.64 (16.5)m 1.54l [207]

aSee also ref [149]; 1 Å2 = 10–20 m2. 
bSee Section 6.5.
cFrom relative integrated intensities. 
dIn crossed beams. 
eσ(total, Agn+)/σ(total, Pbn+) = 0.70. 
fσ(total, An+)/σ(total, Bn+). 
gFrom relative intensities and pressures at congruency. 
hFrom intensities and vapor pressures at the melting points. 
iBy extrapolation to unit activity in the alloy and use of vapor pressures for the standard states of the
elements.
jIn Cu–Au–Sn alloys. 
kin Cu–Au–Ge alloys. 
lIn Cu–Au–In alloys. 
mAssumed here.
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A pulsed cross-beam technique incorporating time of flight spectroscopy [156–166] or related ex-
perimental procedures has been used since in additional studies of the ionization of several atoms. 

In mass spectrometric investigations at high temperatures, ionization cross-sections of the ele-
ments calculated by Mann [138,139] are generally used. Early studies relied on calculated maximum
ionization cross-sections [134,138]. Quasi-linear variation of the ionization cross-section, or of the ion-
ization efficiency curve, σ(Ej) ≈ σ(Em)(E – Ei)/(Em – Ei), in the entire interval [9] between Ei, the ion-
ization energy of the species considered and Em, rather than close to Ei only [4] has been found [18] to
lead to significant deviations where tested. 

© 2005 IUPAC, Pure and Applied Chemistry 77, 683–737
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Fig. 2 Energy dependence of the ionization cross-section of Ag. Experimental results [149] o; Calculated data
from: Gryzinski [135]; Lotz [137] dashed line; Mann [139] heavy line.

Fig. 3 Fractional difference ∆σm/σm between assessed experimental ionization cross-sections at their maxima
[141,142] and the corresponding values calculated by Mann [143] for elements 1(H) to 28(Ni).



In order to perform semi-empirical calculations of ionization cross-sections for molecules (see
below), Gryzinski’s formula was modified [167,168] by replacing the first constant by the square of the
orbital radii [140] and by introducing orbital weighting factors [169]. 

6.3 Ionization cross-sections of molecules 

In keeping with the physical and physicochemical interpretation of the behavior of molecules upon in-
teraction with electrons or photons [98–118], it is accepted here that ionization of molecules may be de-
scribed as follows: 

(18)

with 

(19)

The transition state Mj
•+ is an excited and metastable intermediate ionic state or set of states,

whose too short lifetime(s) in general preclude detection [116–118]. Mj
+ represents the parent and frag-

ment ions of the species Mj being ionized. If sufficiently abundant, account should be taken of multi-
ply charged ions. Production of negative ions by electron attachment or by ion pair formation from ex-
cited neutral states produced by electron impact, are not considered in the present context. Such
processes indeed take place in limited energy ranges and with other threshold laws [112–115]. 

Relation 1 between the partial pressure of the gaseous species Mj and the various ion intensities,
may now be written as: 

(20)

with 

(21)

Combining these relations, one obtains: 

(22)

As a summation principle is applied with respect to the total ionization cross-section σ(Mj
+) (see

step 1 in 18), at least the main features of the fragmentation pattern should be identified and all ion in-
tensities measured simultaneously during vaporization experiments.

The additivity rule, i.e., the assumption that summing ionization cross-sections of the constituent
atoms provides an approximation to the ionization cross-section of a molecule, was suggested by Otvos
and Stevenson [134]. These authors 

• drew attention, as mentioned earlier, to Bethe’s result that the ionization cross-section of an
atomic electron is approximately proportional to the mean square radius of the shell it occupies; 
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• calculated relative ionization cross-sections with hydrogen-like wave functions for the majority
of the elements; 

• showed that, for a variety of hydrocarbons and inorganic gases, the cross-sections for ionization
by a single electron accelerated to ca. 75 eV in different types of sources support the additivity
postulate; and

• noted that the correlation remains valid for ion production by high-energy β particles. 

Measurement of ionization cross-sections for increasingly large numbers of organic molecules
and inorganic gases, and their statistical treatment [170–173], showed that 

• the Otvos and Stevenson additivity postulate is not vitiated by differences in the tendency of or-
ganic molecules to undergo neutral dissociation rather than ionization upon collision with elec-
trons; 

• total molecular cross-sections for ionization should be viewed as linear rather than strictly addi-
tive combinations of atomic cross-sections; 

• the average contribution of a given atom to the total cross-section of a molecule is quite close to
the maximum atomic cross-section calculated for that atom by Mann [138]; 

• molecular cross-sections for ionization are lowered in the presence of fluorine as a hetero-atom,
and grow smaller as the number of chlorine atoms increases in the molecule; and

• there are indications for the carbon atom contribution to depend on its bonding configuration. 

The above data treatment was extended to include P, As, B, and Si atoms, was used to confirm a
“fluorine anomaly” [171,174–176], and served to derive empirical correction factors for previous sup-
posedly additive cross-sections. Figure 1 in ref. [175] shows that the anomaly extends to atoms with
Z = 7 to 15 (N to Si). 

For diatomic molecules, such as H2, N2, O2, S2, Se2, Te2, and dimeric alkali halides, review of
early measurements [5,8] had already shown that the cross-section is but ca. 50 % higher than for the
atom or the monomer, rather than twice as large. Comparable deviations were observed for hetero-nu-
clear high-temperature molecules. For the magnesium dihalides [177] as for a number of organic mol-
ecules [171,178], a correlation between cross-sections and polarizabilities was noted. 

Many of the deviations from additivity can be rationalized by noting that most formulae for cal-
culating atomic cross-sections are functions of the number of equivalent electrons, their quantum num-
ber and binding energy in a given orbital, the nature of which may also determine the energy depend-
ence of the orbital’s contribution to the total cross-section. Alterations in the orbital or in any of its
properties between the atom and the molecule are, therefore, likely to cause deviations from simple ad-
ditivity rules. In addition, cross-sections calculated for atoms do not usually take into account excita-
tion–autoionization and other factors that are more likely to change than to remain constant upon mol-
ecule formation. 

Recent efforts concern the quantification of these factors in molecules. The modified
Gryzinski–Binary Encounter model for atoms [167,168] is the basis for an additivity rule with atomic
weighting factors calculated from a Mulliken analysis of the molecular orbital populations [179] and
explains [180] why σSiF > σSiF2

> σSiF3
. 

A modified additivity rule [181], viz.: 

(23)

has been proposed in terms of the ionization cross-section for atoms and of atomic weighting factors
given by: 

(24)

(25)
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r refers to the quantum theoretically calculated radius [140] of the outermost orbital in the atom (A or
B) and N' to the atom’s effective number of electrons in the molecule as obtained by Mulliken popula-
tion analysis. These concepts have been developed and applied to various molecules with experimen-
tally known cross-sections (182). 

Bobeldijk et al. [183] ascribe deviations from the additivity rule to mutual shielding of atoms or
groups of atoms. A corollary is that the ionization cross-section depends on the orientation of the mol-
ecule relative to the impinging electron beam. The observed cross-section is consequently an average
over end-on and broadside contributions. To reduce the propagation of deviations from atoms to mole-
cules, ionization cross-sections of the latter are calculated from those of atomic aggregates. 

A theoretical model initially free of adjustable or fitted parameters has been developed by Kim
and Rudd [184] to calculate electron-impact ionization cross-sections for atoms and molecules. This ap-
proach takes into account that electron-atom collisions are of two general types: 

• soft or distant collisions having large impact parameters due to dipole interaction between the in-
cident particle and the target; 

• hard or close collisions described by the Mott or binary encounter (BE) theory. 

The resulting BED model combines the latter and the description of dipole interaction with fast inci-
dent electrons in the Bethe theory. The number of ab initio molecular parameters required is reduced in
a simplified version of the theory, the binary encounter-Bethe or BEB model [185]. 

The data required are: the binding energy B (i.e., –Ei, the negative of the ionization energy) and
the average kinetic energy U for the electrons in each orbital in the initial state of the target atom or
molecule. The wave functions for both the initial and the final state are needed to calculate the contin-
uum dipole oscillator strength df/dW, W being the energy of the ejected electron. The binding and the
kinetic energies, B and U, are evaluated in atomic or molecular wave function codes that calculate total
energies. The binding energy B may be (and preferably is [184]) replaced by the experimental value.
Unless the oscillator strength df/dW can be deduced from experimental photo-ionization cross-sections,
its calculation may be a limiting factor in the BED model. Where that is the case, the BEB model is an
approximation using a simplified representation for df/dW. 

A synoptic discussion of oscillator strength distribution in (photo)-ionization is, for example,
given by Berkowitz in [102]. The relation between sum rules for the number of electrons in the system
and the photo-absorption cross-section are illustrated there for atoms and a variety of molecules. It is
further shown that ionization is generally a more important process than molecular bond rupture. Both
processes may, however, be competitive when absorption of photons (or as here, energy transfer by the
impinging electrons) leads to a quasi-discrete neutral state. The rates of interaction with ionic and neu-
tral continua determine whether autoionization or molecular dissociation is more pronounced. 

In the BED model, the cross-section for ejecting an electron from a given subshell is: 

(26)

with 

(27)

and 

(28)
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where t = T/B, T being the kinetic energy of the impacting electron, u = U/B, w = W/B, N the number
of bound electrons in the subshell, S = 4 π a0

2 NRy
2/B2, with a0 = 0.5292 × 10–10 m and Ry = 13.61

eV. 
In the BEB model, df/dW = N/(w + 1)2 is assumed, giving the integrated cross-section per orbital

as: 

(29)

Total ionization cross-sections are obtained by summing the orbital σ’s from each subshell. 
For fitting purposes, simplified versions of the BEB-formula (eq. 29) may be used. These are ob-

tained by omitting summation over subshells and the term in u, and by using the lowest binding energy
B to define the single term in t. 

A general analytical formula [186] describes the variation of the ionization cross-section σj for
species j with the energy E of various charged projectiles in terms of the threshold energy Ei for ion-
ization of the target, the energy Em for which σj reaches its maximum, and an exponent, ai, that depends
on the charge of the projectile and its mass relative to that of the target. The excess energy should, how-
ever, be uniquely defined, i.e., the cross-section should be dominated by removal of an electron from a
single orbital.

When the ionizing projectile is an electron, ai = 1.127 and the general formula takes the form: 

(30)

where z = (E – Ei)/(Em – Ei). 
Another recent model free of adjustable parameters is based on a subtle combination of quantum-

chemical and classical concepts [187]. It postulates ionization to occur when the Coulomb potential ex-
perienced by a molecule in the electric field of an approaching electron, viewed as a point charge, equals
the ionization energy. Ab initio calculations provide the distance between the electron and the center of
mass of the molecule that is required to meet this condition. This distance r (if necessary, averaged over
different angles of approach) is considered to yield the maximum collision cross-section π r2. The cor-
responding energy follows from the assumption that coupling with the incoming wave is strongest when
its frequency equals that of an electron orbiting on a classical circular trajectory of radius r.

Transfer of an electron from an orbital with a large radius to an orbital with a small one, as in for-
mally ionic molecules, would immediately lead to ionization cross-sections less than expected by addi-
tivity. An examination of possible correlations between predicted and observed cross-sections and
Pauling electronegativities [188] might, therefore, be useful. No systematic or quantitative rule can,
however, be deduced at present, because distortion of orbitals upon molecule formation cannot be sim-
ply evaluated. 

In a number of instances, the ionization energy is lower for the molecule than for one or more of
the constituent atoms. Rigorous application of the additivity rule at intermediate energies would then
entail that the atoms with the higher ionization energy do not contribute to the cross-section, while
Mulliken population analysis may, on the contrary, show their orbital occupancy to be increased. It is
suggested that the ionization cross-section of the molecule then be estimated with relation 30 (or an-
other of the preceding ones) after adding the cross-sections of the atoms at or in the vicinity of their
maxima. Qualitative correlation between the united and the separated atoms [189] actually already im-
plies that the atom with the higher Ei (lower energy in such diagrams) acquires an increased electron
population in the molecule. 
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6.4 Partial ionization cross-sections of molecules 

For HTMS applications, the partial cross-section for production of the singly charged parent ion
σ(A+/A), is generally more useful than the total ionization cross-section, especially in polyatomic mol-
ecules, where elucidation of the full fragmentation pattern is not always possible. There may also be
cases where it is advantageous to base a pressure determination on intensity measurements for a frag-
ment ion. Partial cross-sections are influenced by several parameters: 

• Frank–Condon factors for transitions between the neutral molecule and the ground state and to
those electronically excited states of the ion that are accessible at the energy of the impacting elec-
tron; 

• transition probabilities to the mentioned states of the ion as a joint function of the internal energy
present in the neutral molecule and of the kinetic energy of the colliding electron; and

• stabilities of the individual states of the ion toward decomposition. 

Generalizations made on the basis of the partial cross-section ratios given in Tables 4 and 5
are [20]: 

σ(M2
+/M2)/σ(M+/M) = 1.80 ± 0.20 for homonuclear molecules (31)

σ(A2B2
+/A2B2)/σ(AB+/AB) = 1.25 ± 0.35 for dimeric molecules (32)

σ(MO+/MO)/σ(M+/M) = 0.65 ± 0.10 for monoxides (33)

σ(MO2
+/MO2)/σ(MO+/MO) = 0.50 ± 0.25 for dioxides (34)

all at energies a few eV above the ionization energy. For the monoxides referred to, the ionization en-
ergy only slightly exceeds that of the metal atoms. For the dioxides, it is 2 to 3 eV higher. 

Although it is clear that more information is required, especially for polyatomic high-temperature
molecules, a tentative generalization is that the ionization potential reflects the number of electrons not
involved in chemical bonding and thereby provides hints with respect to whether the total ionization
cross-section would be high or low in comparison with the value predicted by additivity. Experimental
values for W2O6 and W3O9 are in line with those for UO3 with a lower ionization cross-section than
UO and UO2 (channel UO3 + e

– → UO3
+ + 2e–) [190]. 

Comparison of experimental cross-sections with those for the corresponding united atoms or trun-
cated united atoms shows no generally valid, even approximate, agreement. It should also be noted that
the above average cross-section ratios imply approximate constancy of the degree of dissociative ion-
ization in the molecules considered. Caution is indicated when using these ratios (or other constant
ones) for whole groups of molecules, e.g., the halides for which the relative importance of dissociative
ionization apparently varies appreciably as a function of the electronic structure of the metal as well as
of the nature of the halogen [11]. 
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Table 4 Relative ionization cross-sections of diatomic moleculesa.

AB Ei(AB)/eV A Ei(A)/eV E/eV σ(AB+/AB)/ Ref.
σ(A+/A) 

H2 15.43 H 13.60 1.44 [8]
H2 15.43 Ar 15.76 30 0.29 [18]
N2 15.58 N 14.53 1.93 [8]
N2 15.58 Ar 15.76 30 0.57 [18]
N2 15.58 Ag 7.58 40 0.26 [267]
O2 12.08 O 13.62 1.80 [8]
O2 12.08 Ar 15.76 30 0.48 [18]
S2 9.36 S 10.36 1.44 [8]
S2 9.36 S 10.36 14 1.95 [20]
S2 9.36 S 10.36 20 1.68 [20]
S2 9.4 Kr 14 40 1.5 [274]
Se2 8.88 Se 9.75 1.64 [8]
Se2 8.88 Se 9.75 14 2.0 [20]
Se2 Cd 8.99 20 2.1 ± 0.4 [275]
Te2 8.29 Te 9.01 1.68 [8]
Te2 8.29 Te 9.01 20 1.94 [268]
Te2 8.29 SiTe 1.4 [8]
Ag2 Ag 7.58 46 1.53 [132]
BaO 6.9 TiO 6.7 30 0.26 [93]
SiO Ag 7.58 30 1.4 ± 0.2 [204]
TiO 6.7 Ti 6.82 22 0.85 [20]
ZrO 6.5 ZrO2 9.5 11 6.4 [276]
VO 7.4 V 6.74 20 0.55 [20]
YO Y 6.22 0.68 [8]
LaO La 5.58 0.60 [8]
CeO 5.2 Ce 5.47 12 0.69 [20]
ThO 6.1 Th 6.11 12 0.74 [20]
UO 4.7 U 6.19 18 1.2 [278]
GdS 6.9 Gd 6.16 20 0.84 [20]
US U 6.19 50 1.16 [8]
PbS 8.6 Pb 7.42 20 0.83 [20]
PbSe 8.4 Pb 7.42 20 1.03 [20]
PbTe 8.3 Pb 7.42 20 1.46 [20]
HCl 12.74 Ar 15.76 30 0.88 [18]
LiF 11.3 N2 15.58 26 0.7 [125]
NaCl 8.9 Ar 15.76 30 0.38 [18]
KCl 8.4 NaCl 8.9 23 1.03 [20]
KCl 8.4 Ar 15.76 30 0.28 [18]
CsCl Ar 15.76 30 1.19 [18]
CsI 6.5 Li 5.39 50 2.4 [277]
GaCl 10.1 26 2.05a [279]
SiF 7.3 29 4.41a [280]
GeCl 7.2 50 4.35a [279]
SnCl 6.8 28 3.67a [279]

aσ(AB+/AB)/10–20 m2 (last 4 entries in column 6).
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Table 5 Relative ionization cross-sections of polyatomic molecules.

AB Ei (AnBm)/eV A Ei (A)/eV E/eV σ (AnBm
+/AnBm)/ Ref.

σ (A+/A) 

C60 7.61 ± 0.2 Ag 38 53.5 ± 5.6a [195]
100 24.6a [150]

Pb 48 80a [197]
C70 7.61 ± 0.1 Ag 38 54.5a ± 1.5 [196]

100 19.3a [150]
Pb 48 80a [197]

P4 P2 85 2.2 [281]
As4 As2 100 2.1 [281]
As4 Cd 20 1.85 [275]
S6 9.16 S2 9.36 14 0.71 [8]
S7 8.67 S2 9.36 14 0.59 [8]
S8 9.43 S2 9.36 14 1.0 [8]
Se5 9.1 Se2 8.88 45 1.3b [20]
Se6 9.2 Se2 8.88 45 0.36 [20]
Se7 8.9 Se2 8.88 45 0.35 [20]
H2O 12.61 Ar 15.76 30 0.58 [18]
Li2O 6.8 Li 5.39 0.63 [8]
Ga2O O2 35c 6.9 [282]
In2O 8.4 O2 12.08 23 3.7 [20]
In2O 8.4 In 5.79 23 2.1b [20]
SO2 12.34 Ar 15.76 30 0.50 [18]
TiO2 9.0 TiO 6.7 70 0.45d [20]
ZrO2 9.5 ZrO 6.5 11 0.16 [276]
VO2 9.6 VO 7.4 20 0.33 [20]
CeO2 10.0 CeO 5.2 10.5 0.05b [20]
ThO2 8.7 ThO 6.1 12 0.19b [20]
ThO2 8.7 ThO 6.1 14 0.3b [20]
UO2 5.1 UO 5.7 0.8 [8]
UO2 5.5 UO 4.7 20 0.32 [276]
UO3 10.6 U 6.19 25 0.16 [276]
UO3 UO2 70 0.33 [190]
As4O6 Ar 15.76 30 20.77d [18]
W2O6 Ag 50 2.4d [268]
W3O9 W2O6 50 1.25d [268]
BS2 Zn 9.39 0.67 [8]
B2S2 Zn 9.39 2.0 [8]
B2S3 Zn 9.39 2.0 [8]
In2S 7.6 S2 9.36 0.83 [283]
In2Se 7.5 Se2 8.88 1.13 [283]
Li2Cl2 LiCl 10.1 1.15 [8]
Li2Cl2 LiCl 10.1 0.83 [8]
Li2Br2 LiBr 9.4 1.42 [8]
Li2Br2 LiBr 9.4 1.84 [8]
Li2I2 LiI 8.6 1.04 [8]
Na2F2 NaF 1.24 [8]
Na2Cl2 10.3 NaCl 8.9 1.58 [8]
Na2Cl2 10.3 NaCl 8.9 23 1.18b [20]
Na2I2 NaI 7.64 0.86 [8]
K2F2 KF 1.27 [8]
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K2Cl2 9.6 KCl 8.9 1.57 [8]
K2Cl2 9.6 NaCl 8.9 22 1.51b [20]
K2Cl2 9.6 KCl 8.4 30 0.74d [20]
SiF2 11.2 14.0 35 1.50a [284]
SiF3 9.2 14.0 36 0.72a [285]
K2I2 8.2 1.66 [8]
Rb2Cl2 RbCl 1.43 [8]
KNaCl NaCl 8.9 22 1.30b [20]
ZrF4 NaF 0.56 [8]
ZrF4 NaF 1.8 [286]
NaZrF4 NaF 0.40 [8]
NaZrF5 NaF 2.5 [286]
NaScF4 NaF 2.1 [286]
VF3 NaF 1.46 [286]
NaVF4 NaF 1.5 [286]
NaV2F7 NaF 1.8 [286]
NaZrF5 NaF 2.5 [286]
KOH 7.5 Ar 15.76 30 1.04 [18]
(KOH)2 7.8 KOH 7.5 30 1.33d [20]
NaBO2 9.2 KF (9.3) 1.4 [20]
NaBO2 9.2 NaF 2.01 ± 0.1 [286]
KBO2 8.6 NaF (10.8) 1.5 [20]
KBO2 KF 1.4 ± 0.1 [286]
RbBO2 RbF 1.5 ± 0.1 [286]
NaScF4 NaF 2.1 [287]
NaVF4 NaF 1.5 [287]
NaV2F7 NaF 1.8 [287]
(KReO4)2 KReO4 0.68 [8]

aValue in 10–20 m2. 
bSensitivity ratio. 
cE/eV = 35 for Ga2O, 55 for O2. 
dTotal cross-section.

6.5 Temperature dependence of partial ionization cross-sections 

As expected [5] by analogy with organic molecules, temperature dependence of ionization processes
has been observed at high temperatures for atoms, e.g., U [12], for diatomic molecules, e.g., I2 [119],
NaCl, KCl [18], CsCl [120], LiF [125], and for poly-atomic molecules, e.g., Ag3Cl3 [121] and
As4O6 [20,122,123]. 

For diatomic molecules, modeling of the observations has been based on potential energy curves
and modification of transition probabilities to the bound and repulsive parts of the potential energy
curve in the molecular ion as a function of the vibrational levels in the neutral molecule and of their de-
gree of occupation, which depends on temperature (Boltzmann factor). For polyatomic molecules, the
quasi-equilibrium or statistical theory of mass spectra has been applied with different degrees of so-
phistication to discuss the observations in terms of thermal energy transfer during the ionization process
and its randomization with the energy deposited in the molecule by the impacting electron [123]. 

In supersonic molecular beam sampling [15], dynamic effects in expanding gases need to be con-
sidered. For cross-section determinations, or their use in converting mass spectral ion intensities into
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partial pressures, the most significant effects are expansion cooling, velocity enhancement, and radial
diffusion. One result of these phenomena is that the instrument sensitivity factor g changes slightly as
either source pressure or temperature are modified. While these effects can be quantified, their inci-
dence during determination of cross-sections and pressures can be reduced through use of reference
vapor species with molecular weights and heat capacity ratios (γ = Cp/Cv) similar to those of the species
under investigation. 

Several advantages are inherent to the SMBS approach. First, the pulsed nature of the molecular
beam, prior to its MS detection, allows determination of velocity and of postexpansion tempera-
ture [191]. As these beam quantities are related to molecular weights, the latter can be determined in-
dependently of MS detection. Incorrect mass spectral assignment of ions to their molecular precursors
can so be avoided. The often dramatic beam cooling (a factor of 10 or more) that accompanies SMBS
can lead to electron impact mass spectral patterns that differ markedly [125] from those found in clas-
sical HTMS, e.g., Knudsen effusion. Depending on the detailed nature and the relative location of the
potential energy surfaces in the molecular ion and in the neutral molecule and on other factors, either
enhanced or reduced degrees of fragmentation accompany beam cooling. In most cases, a reduced de-
gree of fragmentation and a reduced temperature dependence are obtained because only the vibrational
ground level is occupied in adiabatically cooled neutral species [191]. Alkali halides, particularly di-
atomic ones, with strongly enhanced fragmentation at very low temperature are a notable excep-
tion [125,192,193]. Note that temperature-dependent ionization can become more apparent when the
temperature range accessible to conventional HTMS is greatly expanded by SMBS cooling [15,125]. 

These effects may remain undetected in classical KMS experiments. Although only in a few in-
stances have such temperature-dependent effects been found to be significant, they should receive more
attention in future studies. The ability to readily determine relative ionization cross-sections by SMBS
also allows for testing energy scaling approximations of cross-sections [18]. Such approximations de-
pend on the similarity in shapes for σ and I+

jk vs. E curves, and these are not always comparable.

6.6 High-temperature mass spectrometric determinations of ionization cross-sections 

In the course of pressure or activity determinations, relative ionization cross-sections, or more often
sensitivity ratios, can be measured in various ways. Some of these are: 

• Comparison of ion intensities integrated against time with mass losses: 
- for known amounts of the system studied and of an inert substance, often Ag or Au, added

to the former [1,4,8,13]; 
- for the main species of a system studied [4,8,94,194–197]. Ionization cross-section meas-

urements as a function of energy for different fragmentation channels were so determined
for C60 and C70 [195,196]. 

• Comparison of intensities for species when the ratio of their pressures is fixed by congruency con-
ditions [4,8]. 

• Use of consecutive (also called double or tandem) effusion cells placed in differentially heated
ovens to thermally dissociate gaseous molecules produced at a lower temperature and in so doing
modify the composition of the gas phase [4,8] (the low-temperature compartment is formally
equivalent to an external gas reservoir). 

• Use of electrochemical effusion cells to modify the composition of the gas phase at constant tem-
perature [198–201] and to establish relations between the galvanic current, the rate of effusion,
and the MS ion intensity of different constituents of the vapor [198–200]. 

• Use of the multiple cell method (see Section 4.2) to vaporize known amounts of different sub-
stances in a single experiment and deduce relative ionization cross-sections from mass
losses [202–204]. 
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• Successive vaporization of sequentially introduced pure metals, e.g., Ni and Ti, while the ion
source is continuously operated to minimize sensitivity changes [205]. 

• Calculation [206,207] of relative cross-sections for atoms from activity determinations in binary
alloys of known composition by the Belton–Fruehan procedure [208] and knowledge of the vapor
pressures of the metals in their reference states. 

• Application of the SMBS technique where the carrier gas provides an internal reference to meas-
ure relative cross-sections for constituents whose concentrations in the carrier are known. These
can be: 
- gases mixed with the carrier in known amounts and 
- vapors for which gravimetric measurement of the amount of material transported and

knowledge of the integrated volume of carrier gas provide the required information [15,19]. 
• Use of KMS cells with gas inlets [18] and beam modulation, as in SMBS, if a criterion for equi-

libration can be found. 
• Application of laser ablation mass spectrometry to refractory materials [18,78,79], where a pulsed

(typically 10–30 ns) high-power laser (∼1 to 10 J/cm2) causes quantitative local vaporization and
formation of a pulsed molecular beam. 

These various methods require reference substances to obtain absolute ionization cross-sections
and imply that bias in ion sources, analyzers, and detectors is duly taken into account. If the reference
material is not introduced into the molecular beam before collimation into the ion source, or if differ-
ent beam sources are used, one should consider the possibility of geometric differences in sampling. 

Ionization cross-sections of molecules, usually measured by HTMS in the course of thermody-
namic studies are presented, without claim of completeness, in Tables 4 and 5. Measurements per-
formed before ion-counting devices became widely availabe were often deduced from σ γ ratios, cor-
rected using the relation (γ ∼ 1/√Μ) to estimate the mass dependence of the electron multiplier yield. 

7. PRESSURE DETERMINATIONS 

Absolute pressure measurements necessarily require determining the sensitivity of the mass spectrom-
eter. This can be done in several ways and may depend on the type of instrument and on the nature of
the chemical system studied [4–26]. The more common approaches are as follows. 

7.1 Absolute pressure determinations 

For a molecule with molar mass M and partial pressure p, the Hertz–Knudsen equation provides ∆m,
the mass loss by effusion after time ∆t, from a Knudsen cell at temperature T, when the effective area
of the orifice is aC (a is the actual area, C the Clausing coefficient discussed in Section 4.3a), 

(35)

Combined with the basic mass spectrometric relation (eq. 1 in Section 2), 

(36)

is obtained. n here indexes the intensity data set recorded during time interval ∆tn for which a constant
temperature Tn was maintained. ∆m = Σn ∆mn is now the cumulated mass loss. The latter often corre-
sponds to the mass of an amount of material placed initially in the cell and caused to be completely va-
porized. If necessary, correction for mass lost by the cell itself is to be made. Mass loss may also be de-
termined by weighing the cell assembly or a pertinent part thereof before and after the experiment.
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Complete vaporization of the sample may, however, be unnecessary or even impractical if its initial
weight is large. Phase relations in the system should then be established prior to the experiment or be
without incidence on its interpretation. 

Relation 36 is applied when only one species is present or predominant in the gas phase. If an
inert reference material is also studied under appropriate conditions, relative sensitivities can be deter-
mined. Where multiple temperatures are involved, eq. 36 is summed (integrated) over time intervals,
∆tn, during which the system is at a sequence of constant temperatures, Tn. Due attention should be paid
to regions of temperature change and approximation or numerical integration techniques applied there.
Differentiation of eq. 36 provides 

(37)

where r is the radius of the orifice in the effusion cell. A reasonable evaluation of the uncertainty due
to propagation of errors follows by calculating the square root of the sum of squares of the various terms
in eq. 37, which yields: 

(38)

In absolute pressure determinations with the MS, an intensity corresponding to a rate of weight
loss per unit time is continuously monitored (see eq. 3). The procedure is equivalent to using the in-
strument as a collector and determining the integrated weight loss after known time intervals. In addi-
tion, the MS provides identification of the vaporizing species and verification of the constancy of the
rate of effusion at constant temperature. Especially if a single species is predominant in the vapor
(≥95 %), the accuracy should be comparable to or better than that for the conventional Knudsen tech-
nique, or its variants where the effusion cell is suspended from a microbalance to determine instanta-
neous rates of weight loss, where target collection methods are used to monitor material transport, or
where the torsion-effusion method is applied with simultaneous measurement of recoil force and of
weight loss [57,58]. Inaccuracies in absolute pressures should then not exceed 10–20 % under appro-
priate physicochemical conditions, when inert cells are available and parasitic phenomena reduced to
minimum. Otherwise, lower accuracy may result as in any weight-loss procedure. This issue is illus-
trated by interlaboratory comparison of the Au vapor pressure [209] by conventional as well as by MS
techniques: the estimated total uncertainty for each set of experiments in a single laboratory was 
δp/p = 55 % and the overall weighted average error from the accepted measurements, 10 %. 

Pressure calibration of the MS assembly can be performed in several other ways. These include: 

• collection of a fraction of the effusate on a substrate or target diaphragm inserted in the beam col-
limating assembly [69,210] (for target-collection methods, see [57]); 

• calculation of the rate of effusion from the galvanic current in an electrochemical Knudsen
cell [198–200]; 
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• pressure determination by conventional effusion or by torsion-effusion in experiments conducted
in parallel with the MS study, but in a separate apparatus [211]; 

• fully simultaneous measurement of ion intensities with the MS and of effusion rates with a mi-
crobalance-mounted cell [212]; and

• adoption of pressures determined in independent investigations, or listed in tabulations of ther-
mochemical data [32–38]. 

With transpiration mass spectrometry (TMS), two independent methods are available [15] for de-
termining Sjk: 

• From eqs. 1 and 2, it follows that 

(39)

Sref is the independently determined sensitivity for a reference atom or molecule—typically a
constituent of the transport or carrier gas. The known pressure of the latter and the observed sig-
nals provide relative sensitivities for other species in the beam. djk and dref incorporate instru-
mental and species-dependent factors. 

• From the Ideal Gas Law, as applied in the classical transpiration approach, one derives 

(40)

where R is the gas constant, V the total volume of gas transpired containing an amount nj of
species j (SI unit mole), and ∆tn the elapsed time(s) during which ion intensities Ijk are measured
for a given species. 

Although the beam dynamics are somewhat dependent on source pressure, it is convenient to use
manometric measurement of the carrier gas pressure, and to achieve each pj determination by back-cal-
culating a sensitivity (Sj via eqs. 1 and 2). This method is straightforward and dependable as long as the
partial pressures of the sample are negligible with respect to that of the carrier gas. 

When using a transport method such as transpiration mass spectrometry, similar considerations
apply in the determination of absolute pressures of transported vapor species as for the Knudsen
method. When relative pressures are referred to the transport (carrier) gas (e.g., Ar, N2,…), for which
the absolute pressure and ionization cross-section are generally known, one can readily convert the rel-
ative to absolute pressures if ionization cross-sections are available. Given the same care in experimen-
tal design and in measurement of the weight loss and of the total carrier flow, the error range is similar
to that noted above for effusion. 

7.2 Relative pressure determinations 

Relative pressures are measured in mass spectrometry with two main objectives: (i) the determination
of equilibrium constants in the gas phase and (ii) the determination of activities in the condensed
phase. 

When j species are present in the gas phase, eq. 36 can still be applied in the form, 

(41)
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where n indexes temperature intervals. As before, k indicates that more than one ion may be formed
from—and monitored for—species j. Usually, the main constituent of the vapor is chosen as j = 1 for
calibration purposes and is used as the unit to measure relative sensitivities for other species. Separate
measurements or estimates of relative ionization cross-sections (and perhaps other factors discussed
here, where significant) are necessary to calculate the ratios Sj/S1. 

Quantitative vaporization of a known amount of an inert (relative to the sample) and more volatile
substance at the beginning of an experiment often provides a pressure calibration for the species newly
studied if ionization cross-section ratios are known or estimated. Prior knowledge of the vapor pressure
of the added substance is not a prerequisite in the procedure, but an advantage. Samples of a few mg of
Ag or Au in the form of a thin foil are commonly used for this purpose. The vapor pressures of these
elements are known and mass spectrometrically measurable at their melting points. Observation of a
plateau in the rate of vaporization at the melting point hence provides a calibration of the temperature
scale as well as of the pressure. Dual calibration by this procedure and by quantitative vaporization of
the aliquots allows one to check mass spectrometer sensitivity changes during a set of experiments and
to detect abnormal working conditions or parasitic phenomena. 

Equations 1 and 41, or equivalent forms, can also be used in conjunction with other relations that
provide absolute pressures, e.g., the flux of effusing molecules calculated from the galvanic current in
an electrochemical effusion cell [198–200], a known equilibrium between two or more gaseous species,
e.g., X2(g) = 2 X(g), a relation between rates of effusion such as when vaporization is congruent or an-
other restriction imposed by the phase rule. When a series of experiments is performed with the same
settings of the ion source and regular intermediate verification is made with a pure substance, it is pos-
sible to use the sensitivity, thus determined for a major species, in consecutive experiments where this
atom or molecule has become of minor importance in the vapor [213]. 

Determination of absolute pressures is not necessary in order to study equimolecular exchange re-
actions of the type A(s) + A(g) = A2(g) or AB(g) + C(g) = AC(g) + B(g). Calculation of their equilib-
rium constants indeed only requires knowing or estimating relative ionization cross-sections or sensi-
tivities. 

For thermodynamic studies of condensed solid or liquid phases in multicomponent systems, the
partial pressure pj of a monomeric species associated with component j is to be related to the corre-
sponding pressure pj

rs in equilibrium with the pure component in its reference state at the same tem-
perature, or with an auxiliary reference state with pressure pj

as and activity aj
as = pj

as/pj
rs. The activity

of component j in the system is then defined by the relation 

(42)

The relative activity aj is related to the corresponding chemical potential (partial molar Gibbs energy)
by: 

(43)

where µ� is the standard chemical potential. 
These determinations require very accurate measurement of partial pressures 

• because enthalpies or Gibbs energies of mixing are generally at least 10 times lower than en-
thalpies or Gibbs energies of vaporization and 

• because the final result is the difference of two measured large quantities, each with their own un-
certainties. 
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For these reasons, an important potential source of error in studies of alloys by conventional high-
temperature mass spectrometry is the reproducibility of all instrumental parameters between different
experiments, mainly because 

• the ion source ordinarily has to be switched off and exposed to air and 
• the Knudsen effusion assembly needs to be dismantled to introduce a new sample or cell, with

consequent minor but often critical changes in system geometry. 

A number of approaches avoid these inconveniencies. The most direct one involves use of twin
or multiple Knudsen cells [214–216], in which one cell contains a pure constituent and the other(s) a
compound or an alloy. The cells are, in general, sequentially positioned mechanically in relation to the
MS. Stationary twin effusion cells located inside a common third compartment [217] imply study of
distinct elements or of isotopes of the same element. 

The ion intensity ratio for a given gaseous atom as measured successively from two or more cells
is directly related to the activity by: 

(44)

which may be simplified to 

(45)

if temperature and sensitivity are the same for the two cells. In practice, it may be difficult to meet these
conditions [218] for reasons mentioned above. Use of restrictive collimation [74] to ensure that the MS
is viewing directly inside the effusion orifices increases the quality of the measurements by eliminating
parasitic re-evaporated or scattered molecular contributions and parallax discrimination in the ioniza-
tion chamber. This arrangement has several additional advantages: 

• It allows studying multicomponent alloys or solutions with a multiple cell oven having at least
one cell for the solution and a cell for the reference state of each component. 

• It is less sensitive to absolute temperature measurements [218] than single cell arrangements. 
• The number of data points obtainable in one or a few experiments is larger than in any other MS

procedure [219]. 
• Pressure ratios for the same species are much less dependent on the characteristics of the ioniza-

tion source. 
• Causes of inaccuracy can be reduced to reading uncertainties, since instrumental and physical fac-

tors cancel out in the determination of activities. 
• The cells with the reference states provide a permanent reference sensitivity for each volatile

component. If necessary, secondary reference states—e.g., intermediate, preferably univariant,
compositions—can be used to optimize the procedure and the quality of the results [220]. 

Two critical requirements are: 

• The steady state temperature difference between all cells should be less than ∼0.1 K. Contrary to
prevailing opinion, this condition is generally easier to achieve above 1000 °C than at lower tem-
peratures [216]. 

• There should be no transfer of gaseous species from the furnace, shields or adjacent cells into
cells where activities—i.e., partial pressures—are very different. 

Uniformity of temperature among cells can be checked by loading each of these with aliquots
identical in volume, mass, chemical composition, proportion of phases present, and by measuring ion
intensity ratios as a function of temperature [204,216]. The impact of transfer of material by reverse-ef-
fusion cannot be predicted, but anomalous results in activity vs. composition can be detected [221] and
new reference compositions selected. Gibbs–Duhem integration can in addition be used—if activities
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of all components are directly measurable—to check either the internal consistency of simultaneous de-
terminations, or equilibrium in the cells [50,221,222]. 

A second approach to relative pressure determinations involves operating the MS system—ion
source, analyzer, detector(s)—in a continuous fashion, by introducing a vacuum valve between the
compartment with the Knudsen cell assembly and the ion source housing [205,223,224]. Small relative
variations in sensitivity have been achieved during studies of amalgams (<3 % [223]) and of Ni–Al–Ti
alloys (0.5 to 17 % [205]). If sensitivity is constant with time, such arrangements are particularly suit-
able for activity measurements when experiments with the pure metals as reference are performed in
between measurements with alloys. Advantages of the method are: 

• The stability of the instrument can be extremely high because of the special procedure followed
to change samples, as has been shown over a period of 30 days [205]. 

• There is little difficulty in determining very low thermodynamic activities by comparing, in suc-
cessive runs, ion intensities for a component of the alloy and for the corresponding pure metal. 

• Single cells can be small, which facilitates rendering their temperature homogeneous. 
• Loading another sample in the Knudsen cell is not time-consuming (as little as 1 h for a complete

vent-reload-pumpdown cycle). 
• The extremely low background ion intensities achievable allow measurement of partial pressures

≤10–7 Pa [225], and even 10–8 Pa in Knudsen cells [226]. 
• The ion source of the mass spectrometer can remain extremely clean and may require perhaps

only one opening per year of use. 
The most critical parameter in the uncertainty associated with the procedure is measurement of

the absolute temperature of the cells. Next, and to a lesser degree, is reproducibility in positioning the
cells. 

The reproducibility of the two methods described above for activity determinations can be within
5 to 10 %. 

A third method, frequently utilized for binary alloys [14,24] was introduced by Belton and
Fruehan [208,227]. It involves use of the Gibbs–Duhem relation and measurement of ion intensity ra-
tios for the different components in samples of known composition. The procedure relies on: 

• simultaneous measurement of two pertinent ion intensities for binary alloys (three for ternary,
etc.), for a wide range of compositions up to one where the activity is known; 

• constancy of the sensitivity ratios during successive experiments; 
• extrapolation instead of measurement for the pure metals; and
• knowledge of the vapor pressure of the pure metals in their reference states (if required). 

The advantage of this method is that it can be easily applied in conventional KMS assemblies. A
disadvantage is that the Gibbs–Duhem relation can no longer be used to perform an independent cross-
check on the variation of the activity data with concentration, and that there is no criterion to detect sys-
tematic errors. For these or other reasons, study of alternate alloys may yield ratios of ionization cross-
sections for the same two elements that differ by 10 to 25 % [206,207]. Statistical analysis, nevertheless,
remains possible for the individual data points measured in each experiment as a function of tempera-
ture, for a set of experiments as a function of concentration, and finally for the thermochemical param-
eters determined for the solution under study [228,229]. The Belton–Fruehan method has been com-
bined with phase-sensitive detection and extended to activity determinations in the system
FeO–MgO–SiO2 [230]. 
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8. THERMODYNAMIC CALCULATIONS 

8.1 Second and Third Law calculations 

Calculation of thermochemical data by application of the Second Law of Thermodynamics
[34,37,38,231–235] is based on the equation: 

(46)

to determine the enthalpy difference ∆rH
�(T) associated with reaction r at the median temperature T. 

This application presumes that ∆rH
�(T) is (nearly) constant in a given temperature interval and

that the equilibrium constant Kp(T) was measured a sufficient number of times over that interval. The
entropy difference ∆rS

�(T) may then be calculated from the relation 

∆rG
�(T) = – RTln Kp = ∆rH

�(T)–T∆rS
�(T) (47)

The resulting average ∆rH
�(T) and ∆rS

�(T) values can be reduced to a conventional reference
temperature, Θ = 298.15 or 0 K. ∆rH

�(Θ) can be directly computed with the “sigma plotting” proce-
dure that takes into account the variation in ∆rH

�(T) with temperature [234]. 
In Third Law calculations, eq. 47 is also used, but with an independently known value of ∆rS

�(T).
The latter can be calculated with conventional Third Law entropies S�

j based on measured or theoreti-
cally calculated heat capacities of condensed phases and gases. The convention is that the entropy of
fully equilibrated substances is zero at 0 K. 

In many cases, in order to directly reduce data to the reference temperature Θ, eq. 47 is replaced
by eq. 48: 

∆rG
�(T) = – RTln Kp(T) = ∆rH

�(Θ)–T∆r{[G
�(T) – H�(Θ)]/T} (48)

In eq. 48, [G�(T) – H�(Θ)]/T is the free energy function (sometimes labeled as fef or Φ), a ther-
modynamic function closely related to the entropy. As above, normally Θ = 0 or 298.15 K, depending
on the tabulation. 

Fundamentally, data treatment with the Second and Third Laws of Thermodynamics is equiva-
lent, but the resulting error estimates may be quite different. 

8.2 Thermal functions 

Thermodynamic functions {C�
p, S

�(T), [H�(T) – H�(Θ)] and [G�(T) – H�(Θ)/T]} of condensed
phases are mostly based on experimental determination of heat capacities as a function of temperature
down to low temperatures. For gaseous molecules, the corresponding functions are generally calculated
with statistical mechanical formulae [34,37,38,236–238] from molecular parameters, i.e., geometry
(interatomic distances, bond angles), vibrational frequencies, excitation energies, and multiplicities of
electronic states [237,239], which are primarily deduced from infrared, Raman, or ultraviolet spectro-
scopic studies of gaseous or matrix-isolated species. In the last few decades, molecular data have been
obtained increasingly from quantum-chemical calculations [240–244]. Structural data may also be de-
rived from electron diffraction measurements in the gas phase. 

In the absence of experimental or calculated data, satisfactory estimates can usually be made by
a variety of procedures [245]. For molecules, molecular constants can often be estimated by analogy
with those of closely related known species. Trends along rows and columns in the periodic table of el-
ements assist in selecting the more probable molecular parameters and geometry. Simple
rules [246–248] help in estimating interatomic distances and vibrational frequencies for which approx-
imate values can also be calculated with the central force or the valence force [237] approximations.
Detailed models have been developed for large molecules [249] to obtain complete sets of vibrational
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frequencies. For complex molecules, a dimensional model [250–252] affords calculation of the non-
electronic part of the entropy by analogy with molecules of the same stoichiometry. The accuracy of
this empirical approach depends on the number of molecules available for comparison. Entropies and
related functions have also been estimated by interpolation of the values for known homologous mole-
cules and adjustment for differences in symmetry numbers [253]. 

Uncertainties in thermodynamic functions calculated from experimental molecular parameters
are small, i.e., ∼ ±0.2 to 0.4 J K–1 mol–1. When estimates are based on models and comparisons with
known molecules, uncertainties of ±0.5 to 1 J K–1 mol–1 per bond may obtain in the absence of low vi-
brational frequency modes (≤150 cm–1) and low-lying electronic states (εi ≤ 10 000 cm–1).

The standard pressure was 1 atm = 1.013 25 MPa until 1979, after which date it became 1 bar =
0.1 MPa [254,255]. It can be verified that standard entropies and free energy functions are increased
by R ln(1.013 25) when converting such data from the previous to the present reference state. The di-
mensionless quantities pi/atm used in calculating equilibrium constants are also changed, partial pres-
sures reported in atm being multiplied by the factor 1.013 25 in order to obtain the corresponding val-
ues expressed in bar: pi/bar = 1.013 25 pi/atm. Reaction enthalpies and dissociation energies are,
hence, not changed by the modification in the standard reference pressure. Sublimation, boiling, and
decomposition temperatures remain defined as being those temperatures where the total pressure
reaches 1 atm. 

8.3 Accuracy and precision in Second and Third Law calculations 

In discussing accuracy and precision, distinction is to be made between random and systematic uncer-
tainties and errors, as in any other experimental technique. 

Random errors in the primary measurements entail statistical scatter among individual data points
and result in a corresponding uncertainty in ∆rH

� (T) and ∆rH
� (Θ), whether calculated by the Second

or by the Third Law methods. Systematic errors and their nature, on the contrary, have a different inci-
dence in the two types of data treatment, despite their fundamental equivalence. 

In Second Law analysis, the incidence of random errors is minimized by least-squares fitting
methods. The error magnitude is characterized by the standard deviation of the fit, Sfit, and the derived
standard deviations for the coefficients of the regression line. The standard deviation is, hence, known
for the thermodynamic quantities ∆rH

� and ∆rS
� derived from equilibrium constants measured in some

temperature interval. Statistical formulae for computing the standard deviations by use of the curvature
matrix are presented in “Analysis of Interlaboratory Measurements on the Vapor Pressure of
Gold” [209]. They are reproduced here to illustrate the treatment that provides error estimates in the
Second Law analysis of the Clausius–Clapeyron equation, in the form ln Kp = A + BX with X = 1/T,
A = ∆rS

�/RT, and B = –∆rH
�/R, viz.: 

(49)

(50)

To allow intercomparison of distinct measurements, Second Law results should be published with
the standard error of estimate for the fit, Sfit, as well as SA and SB for the coefficients A and B. 

For Third Law results, the standard deviation of the data set or lot [i.e., for the average of N val-
ues of ∆rH

�(Θ)] and the standard deviation of the mean should be reported. It should be clearly stated
which of these alternative standard deviations is used to estimate uncertainties, and the number of data
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points in the lot should be given. If not already introduced by the investigator, Student’s t-coefficient
can then provide a confidence interval (typically, the 90 or 95 % confidence level). It should be checked
that the individual data vary randomly as a function of temperature. In general, the process that obtains
replicate values of ∆rH

� (Θ) is not an averaging process. The simple standard deviation from the aver-
age is, hence, more appropriate because the standard deviation of the mean applies only when averag-
ing means from replicate data lots. 

Both public domain and commercial software programs now greatly facilitate descriptive statis-
tical analysis of individual experiments and analysis of variance (ANOVA) between successive or in-
dependent series of measurements. Users should be aware that all software packages do not define sta-
tistical quantities in the same way and that the robustness of algorithms may greatly vary. 

Systematic errors, after exclusion of easily detected instabilities, include (i) nearly
constant, (ii) gradually changing differences between the “true” and the measured (or calculated) val-
ues of independent variables: (a) temperature, (b) three interrelated quantities, (b1) intensities, (b2) ion-
ization cross-sections, (b3) derived pressures, and (c) thermal functions. The effects of these systematic
errors on Second and Third Law results can be quite different. 

In Third Law calculations, systematic errors generally cause the final result to vary systematically
with temperature. The resulting “trend” can be detected by displaying the individual reaction enthalpies
of the lot as a function of measured temperatures [34,38]. In Second Law calculations, systematic er-
rors may not be easy to find because they often vary with the same or nearly the same functionality as
the processes under investigation [256]. 

Agreement between Second and Third Law results, and the absence of trends in the latter, are usu-
ally good indicators that causes of systematic errors are under control. Fortuitous compensations, nev-
ertheless, remain possible. Concordance between Second and Third Law results is a necessary but in-
sufficient condition for absence of systematic errors [257]. Development of this theme [258] and of the
outline of a thermodynamic theory of errors [259,260] is beyond the scope of the present report. 

The above discussion implies that Second and Third Law results, after careful examination and
evaluation of their associated uncertainties, should be compatible. The Third Law result should be lo-
cated within the uncertainty interval of the Second Law result. If the two are incompatible, many au-
thors prefer to accept the Third Law result if the required thermal functions are sufficiently well estab-
lished. That result is indeed normally less sensitive to random error in measurements and affords easier
identification of trends due to systematic errors. Entropies and free energy functions should, however,
be independently calculated rather than adjusted to cause agreement between the two treatments. 

With respect to “Presentation in the primary literature of numerical data derived from experi-
ment” [261] and “Assignment and presentation of uncertainties of the numerical results of thermody-
namic measurements” [262–264], the following remarks seem appropriate. 

In thermochemical studies by mass spectrometry at high temperatures, it has been customary to
assign either estimated uncertainty limits only or to combine the latter with statistically calculated stan-
dard deviations. In many instances, the latter have actually not been standard deviations of the
mean [265] but standard deviations of the data set. These standard deviations were, furthermore, often
doubled, corresponding to a high (∼90 %) confidence level and even wider error estimate. The incidence
of assumptions made in processing the data and uncertainties or defects in the physical models
used [258] have in general been duly taken into account. To this effect, propagation of errors was con-
sidered and based on differentiation of the relations used in the investigation and insertion of appropri-
ate uncertainties. For completeness, it is added that in general the square root of the sum of squares of
the different terms was used, considering that it is unlikely that all terms would affect the result in the
same direction. These procedures explain why mass spectrometric results occasionally seem rather un-
certain in comparison with other thermochemical data reported with uncertainty limits corresponding
solely to the standard deviation of the mean. 

Examination of the results obtained for a given system in distinct laboratories or in the same one
at different times shows reproducibility and repeatability to be comparable in the method discussed and
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in other experimental procedures for the determination of pressures of single species and of thermo-
chemical data based thereon. 

As stressed before, the mass spectrometric method allows determination of absolute or relative
pressures for all observable species that are in equilibrium among themselves and with the condensed
phase(s) present in the system, including the container. The amount of information gained may, there-
fore, be larger than strictly needed for a complete evaluation of the results and render the system overde-
termined. 

9. SUMMARY AND RECOMMENDATIONS 

The basic principles and sources of uncertainty in high-temperature mass spectrometry have been con-
sidered here. Particular attention has been paid to 

• the fidelity of gas/vapor sample extraction for MS analysis; 
• the electron impact process and mass spectral analysis of representative gas/vapor samples;
• the conversion of primary ion intensity data into partial pressures, for which absolute or relative

ionization cross-sections are required; and
• the calculation and selection of thermal functions and parameters associated with the conversion

of pressures into thermodynamic quantities. 

In considering the present status of HTMS methods in general, and the incidence of ionization
cross-sections in particular, the following points are noteworthy. Since an earlier review on the subject
of ionization cross-sections in HTMS [13], additional attention has been given to improving the exper-
imental database and the theoretical calculation of (high-temperature) ionization cross-sections. 

The present study has examined the nature and extent of uncertainties and experimental inaccu-
racies inherent to the HTMS method and noted areas where further work is desirable. The results, for
the most part, were found to be in good to excellent agreement with those of other physical and chem-
ical methods, where such comparisons were possible. In many instances, absolute or relative pressure
data resulted from comparative measurements or from experiments based on weight-loss measure-
ments. For the major atoms and molecules present in the gas phase, the effect of uncertain knowledge
in ionization cross-sections can be markedly attenuated or removed with careful work and/or special
techniques. As a consequence, it is no longer commonly the case that “vapor pressures are not infre-
quently reported which disagree by a factor of 100 or more” [266]. The hope expressed when HTMS
was initiated (viz. to see inconsistencies in pressures decrease to a factor of perhaps two or better) can
usually be realized, even for minor constituents of the vapor. 

Significant progress has been made in the development of systematically calculated and critically
evaluated databases of ionization cross-sections for the elements [135–139,141–143]. For molecules,
theoretical and semi-theoretical models have been developed for calculating ionization cross-sec-
tions [181–185,187]. Progress in the measurement of molecular cross-sections [146–149] is encourag-
ing, although incomplete. Empirical corrections [20,175] to the simple additivity rule of atomic cross-
sections have been deduced, a development that markedly increases the validity of estimated molecular
ionization cross-sections. Irregularities and deviations from generalizations based on the limited infor-
mation available may, nevertheless, be anticipated. This conjecture may justify additional experimental
and theoretical investigation of ionization cross-sections, of the parameters that govern direct vs. disso-
ciative ionization, and of their dependence on the electronic structure of the atoms forming the mole-
cule. Temperature dependence of molecular ionization cross-sections, that was expected [5] on general
grounds, has been observed for a few molecules [18,20] and deserves to be studied in a larger number
of instances. 

In conclusion, it may be stressed that, despite limitations mentioned here for HTMS and the fre-
quent need to estimate ionization cross-sections in order to quantify MS data, the method has and
should continue to provide valuable information, not otherwise obtainable, on the thermochemical be-
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havior of materials and processes at high temperatures and otherwise extreme environments. The hope
is expressed that investigators applying the methodology analyzed here will measure absolute or rela-
tive ionization cross-sections whenever possible and that investigators intending to generate atomic or
molecular beams in order to carry out physical measurements will find useful information in the pres-
ent report and discussion of known interferences in cells used to generate such beams by effusion or
high-pressure techniques. 
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