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Abstract: Functionalities of materials manifest themselves as the result of a concerted effect
among molecular structure, intermolecular interactions, and molecular motions. Since the en-
tropy of substance directly reflects the degree of molecular motions, the entropy plays a cru-
cial role when one discusses the stability of a given phase at finite temperatures. When a del-
icate balance of these three factors is broken, the condensed state faces a catastrophe and is
transformed into another phase. Therefore, phase transition is a good probe for elucidation of
the interplay between these three factors. As there is no selection rule in thermodynamics, the
entropy gain at the phase transition is a good tool to diagnose the mechanism of phase tran-
sition. In this presentation, calorimetric investigations aimed at the elucidation of the mech-
anisms governing phase transitions occurring in molecule-based functional materials are re-
viewed.

Keywords: Entropy; phase transitions; functionalities of materials; entropy diagnosis; con-
certed effect; heat capacity calorimetry.

INTRODUCTION

Condensed states of matter are basically controlled by the interplay among molecular structure, inter-
molecular interactions, and molecular motions. Functionalities of materials manifest themselves as the
result of a concerted effect among these three factors. The former two factors are always taken into ac-
count in theories and models for interpretation of experimental facts. However, the molecular motions
are often forgotten or neglected in those treatments, because they are difficult to treat. Molecular mo-
tions are directly reflected in the entropy of substances, and, thus, the Gibbs energy is modulated.
Therefore, as far as one discusses the stability of a given phase at finite temperatures, the molecular mo-
tions play a crucial role. When the delicate balance of these three factors is broken, the condensed state
faces a catastrophe and is transformed into another phase, the so-called phase transition. Therefore,
phase transition is a good probe for elucidation of the interplay among these three factors. On the other
hand, the entropy gain at the phase transition plays a diagnostic role for interpretation of the mecha-
nisms governing the phase transitions.

In this presentation, calorimetric investigations aimed at the elucidation of the mechanisms of
phase transitions occurring in molecule-based functional materials are reviewed [1–6].
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ENTROPY DIAGNOSIS FOR PHASE TRANSITIONS

Molecule-based magnet: Pure organic radical

The first example is a molecule-based magnet consisting of pure organic radical, 4-methacryloyloxy-
2,2,6,6-tetramethylpiperidin-1-oxyl (MOTMP: Fig. 1) [7–9]. The unpaired electron is mainly localized
on the terminal oxygen atom. The magnetic susceptibility of this crystal detected the existence of ferro-
magnetic interaction between the neighboring radicals. Figure 2 shows its heat capacity as a function
of temperature in logarithmic scales. At high temperatures, the heat capacity consists of the contribu-
tion from nonmagnetic lattice vibrations shown by the curve (1). This contribution is suppressed with
decreasing temperature. Below 3 K, however, the heat capacity is increased in spite of cooling as shown
by curve (2), and eventually a phase transition occurs at 0.14 K.

Since the molecule-based magnets consist of molecular parts as the building blocks, their struc-
tures are anisotropic and, thus, physical properties such as magnetic interactions inevitably become
anisotropic. This leads to low-dimensional magnets in which one- or two-dimensional interaction is
dominant. Short- and long-range orders formed by spins crucially depend on the magnetic lattice struc-
ture. These features are very sensitively reflected in heat capacity. This broad anomaly unexpectedly ob-
served is well accounted for in terms of the short-range-order effect of the spin orientation in ferro-
magnetic Heisenberg chains with the intrachain interaction parameter of Jintra/k = 0.45 K, where k is the
Boltzmann constant. As far as its crystal structure is concerned [8], there seems to be no indication of
favorable paths of one-dimensional (1D) magnetic interactions. This fact clearly indicates the high sen-
sitivity of the heat capacity to the dimensionality. This finding of dominant one-dimensional behavior
was afterwards confirmed by magnetic susceptibility measurements done below 1 K [10].

The entropy due to the magnetic phase transition and the broad anomaly was 5.81 J K–1 mol–1.
Since the observed entropy gain agrees well with R ln 2 = 5.76 J K–1 mol–1, one can know the origin
of the phase transition is surely the spin alignment.
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Fig. 1 Molecular structure of MOTMP.

Fig. 2 Molar heat capacity of molecule-based magnet MOTMP. Curve (1): Lattice heat capacity. Curve (2): 1D
Heisenberg ferromagnetic chain (Jintra/k = 0.45 K). Curve (3): Spin-wave contribution (T 1.53 ≈ T 3/2) [7,8].



Thermochromic compound: [Cu(daco)2](NO3)2
Some transition-metal compounds change color in the solid state depending on temperature. This phe-
nomenon is known as thermochromism. An example is the square-planar copper(II) complex
[Cu(daco)2](NO3)2, where daco = 1,5-diazacyclooctane. The ligand “daco” (see Fig. 3) is an eight-
membered ring molecule. The color of this crystal is brilliant orange at room temperature, but it changes
discontinuously to violet above 360 K and reverts to orange on cooling.

Figure 4 shows the molar heat capacity of this compound [11]. A large heat capacity anomaly as-
sociated with the thermochromic phenomenon was found at 360 K. The entropy gain at the phase tran-
sition was as large as ∆S = 23.37 J K–1 mol–1. We anticipated that dynamic butterfly-motions of the
daco-ligand might be responsible for the large entropy gain. Figure 5 shows four available conforma-
tions of a single daco-ligand with almost equal energy. Since this complex contains two daco-ligands
per formula unit, the total number of available conformations becomes 4 × 4 = 16. If daco-ligands are
conformationally ordered at low-temperature while dynamically disordered at high-temperature, the ex-
pected entropy gain due to the conformational disorder is R ln 16 = 23.05 J K–1 mol–1. This value agrees
surprisingly well with the observed entropy gain. This mechanism of phase transition was confirmed
afterwards by use of proton NMR experiment.
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Fig. 3 Molecular structure of ligand “daco”.

Fig. 4 Molar heat capacity of the thermochromic compound [Cu(daco)2](NO3)2 [11].



Halogen-bridged 1D mixed-valence compound: [PtIIPtIII(S2CCH3)4I]

Halogen-bridged mixed-valence dinuclear metal complexes, the so-called MMX chain compounds,
have drawn attention as a useful candidate of functional materials manifesting various electronic states
through possible charge-transfer mechanism. The platinum compound [PtIIPtIII(S2CCH3)4I] is a typical
example of this category. Two platinum atoms are bridged by four bidentate dithioacetato ligands, and
such binuclear complex units linearly bridged one another by iodide ions [12]. X-ray diffraction study
[13] revealed that the plane formed by SCS atoms of a ligand is regularly tilted at room temperature,
while above about 370 K, the ligand plane can randomly convert between two tilted directions available
for right and left sides with equal probability.

Figure 6 shows the molar heat capacity of this material [14]. The structural phase transition was
actually observed at 373.4 K. The entropy gain at this phase transition was only 5.64 J K–1 mol–1. If the
four dithioacetato ligands reorient independently between two positions, the total entropy gain expected
for the order–disorder phase transition would be 4 × R ln 2 = 23.05 J K–1 mol–1. However, this is quite
far from the observed value. The observed entropy is just 1/4 of the independent motion model. This
fact clearly indicates that order–disorder motions of the four dithioacetato ligands might be synchro-
nized. In that case, the theoretical entropy is only R ln 2 = 5.75 J K–1 mol–1. This value agrees well with
the observed value. Therefore, one can safely conclude that the ligand motions in this complex are not
independent but synchronized.
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Fig. 5 Four available conformations of a single daco ligand with almost equal energy [11].

Fig. 6 Molar heat capacity of the MMX-type mixed-valence complex [PtIIPtIII(S2CCH3)4I] [14].



Charge-transfer quasi-1D-ferrimagnet: [MnT(R)PP][TCNE]

Another example of a molecule-based magnet are the charge-transfer complexes between man-
ganese(III)-tetraphenylporphyrin and TCNE, [MnT(R)PP][TCNE]�(solv), where solv implies the sol-
vent molecule. This system forms a quasi-1D-ferrimagnetic chain structure with the spin quantum num-
bers of 2 and 1/2, respectively. The compounds introduced here are those with (R = n-C14H29 and solv =
MeOH) and (R = F and solv = 0.5MeOH). They exhibit the spontaneous magnetization below critical
temperature Tc = 20.5 K [15] and 27 K [16], respectively, and the AC magnetic susceptibility exhibits
a very drastic change at the critical temperatures. One may naturally expect some heat capacity anom-
alies around the critical temperatures. 

Recently, we measured heat capacities of these complexes. Figure 7 illustrates their molar heat
capacities [17]. Quite mysteriously, we could not detect any heat capacity anomalies due to the mag-
netic ordering around 20 and 27 K. To solve this mystery, one should pay attention to the characteris-
tic magnetic structure of these complexes. As schematically shown in Fig. 8, they consist of a quasi-
1D-ferrimagnetic chain with a very strong antiferromagnetic interaction between the spin quantum
number 2 of the manganese ion and the spin 1/2 of TCNE radical. Since there is no theoretical treat-
ment of heat capacity of this type of ferrimagnetic system, we shall approximate the actual system by
a simple antiferromagnetic chain with identical spin quantum number of 3/2. Figure 9 demonstrates the
heat capacity of an antiferromagnetic chain with the intrachain interaction Jintra/k = –150 K. This hypo-
thetical magnetic chain gives rise to a very broad heat capacity anomaly over a wide temperature re-
gion. The large entropy gained above ∼20 K cannot contribute to the magnetic phase transition, because
this entropy corresponds to the strong short-range order still remaining above Tc. The entropy available
for the phase transition is a very small part below ∼20 K. This is the reason for substantially no effect
in the heat capacity. 
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Fig. 7 Molar heat capacity of [MnT(R)PP][TCNE]�(solv). Curve A: R = n-C14H29 and solv = MeOH. Curve B:
R = F and solv = 0.5 MeOH [17].



However, there still remains a big mystery. Why is an enhanced effect possible for magnetic sus-
ceptibility, while there is substantially no effect in the heat capacity? To solve this mystery, we antici-
pated formation of magnetic domains in the actual crystal. To simplify the situation, we shall assume
the following model: (1) Antiferromagnetically coupled pair of spins (S = 2 and 1/2) form a resultant
spin (S = 3/2). (2) The resultant spins have a tendency to form ferromagnetic short-range order. A re-
gion of the short-range order is assumed to form a magnetic domain of uniform size. (3) The number
of spins in a domain is n. (4) Under zero magnetic field, the net magnetic moments of domains fluctu-
ate paramagnetically. The number of domains with up-spin and down-spin are designated as ND(↑) and
ND(↓), respectively. These numbers are related to the Avogadro constant NA through the following
equation,

[ND(↑) + ND(↓)]�n = NA (1)

As the magnetization M is proportional to the effective number of spins orienting to the magnetic field,
it is expressed by the equation,

M ∝ [ND(↑) – ND(↓)]�n = NA�[ND(↑) – ND(↓)] / [ND(↑) + ND(↓)] (2)

Since the parameter n does not appear in the final form of the magnetization equation, the formation of
domain does not influence the magnetization at all.

On the other hand, when the magnetic domains are formed, the magnetic susceptibility χ is given
by the following equation,
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Fig. 8 Schematic drawing of the characteristic magnetic structure of the complex [MnT(R)PP][TCNE]�(solv).

Fig. 9 The heat capacity of an antiferromagnetic chain with the intrachain interaction Jintra/k = –150 K.



χ = (NA/n)�[(n�µeff)
2/3kT] = n�[NA�µeff

2/3kT] (3)

where µeff means the effective magnetic moment of a single spin. From this equation, one can know
that the magnetic susceptibility is enhanced in proportion to n. Consequently, the enhanced effect ob-
served in the magnetic susceptibility is compatible with the assumption of the formation of magnetic
domains in the crystal.

Neutral–ionic transition in TTF–CA

The next subject is a phase transition occurring in a charge-transfer mixed-stack complex of tetra-
thiafulvalene (TTF) and p-chrolanil (CA). TTF serves as an electron donor, while CA is an electron ac-
ceptor. However, the electron transfer is incomplete in this complex. About 0.3 electron is transferred
from the donor to the acceptor at room temperature. Since the degree of charge transfer is less than 0.5,
this state is designated as quasi-neutral. When the temperature of the crystal is decreased, additional
charge transfer occurs around 80 K, and the degree of the electron transfer is increased to 0.7. This state
is regarded as quasi-ionic. Namely, this complex undergoes the so-called neutral-to-ionic (NI) transi-
tion.

Figure 10 shows the molar heat capacities of TTF–CA prepared by cosublimation method [18].
A very sharp heat capacity peak due to the NI transition was observed at 82.5 K. The entropy gain was
∆S = 6.12 J K–1 mol–1. Judging from the transition entropy, one can surely assume that the NI transi-
tion is not of displacement type but of order–disorder type. However, X-ray and neutron diffraction
studies have not detected any structural disorder in TTF–CA crystals [19,20]. Therefore, a plausible ex-
planation for the origin of this large entropy change is softening of the acoustic lattice vibrations on
going from the low-temperature ionic phase to the high-temperature neutral phase, namely, the change
in the lattice vibrations along the 1D stacking direction are probably responsible for the large entropy
gain. 

Spin-crossover phenomena

Some transition-metal ions can exist either in high- or low-spin ground state depending on the ligand-
field strength. For example, when Fe(II) ion is located in an octahedral Oh ligand field, its six d-elec-
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Fig. 10 Molar heat capacity of TTF–CA prepared by cosublimation method [18].



trons are accommodated in the t2g and eg orbitals in accordance with the Pauli principle and the Hund
rule. Since the number of unpaired electrons is four, the net spin quantum number becomes 2 (the high-
spin state). On the other hand, when the ligand field is strong, all the electrons are accommodated in the
ground t2g orbitals against the Hund rule. In this case, the spin quantum number becomes 0 (the low-
spin state). Spin-state transition can occur between these two spin states when the ligand-field strength
is close to the electron-pairing energy. When the spin state is altered by temperature or pressure, the
phenomenon is called “spin crossover” [21].

Since the spin-crossover phenomenon is principally based on a change in the electronic state,
many researchers believed that the dominant driving force leading to temperature-induced spin-
crossover transition would be a change in the spin multiplicity. However, based on heat capacity meas-
urements on spin-crossover complex [FeII(NCS)2(phen)2], where phen = 1,10-phenanthroline, we
claimed that this interpretation is not reasonable [22,23]. The molar heat capacity is reproduced in
Fig. 11. This complex exhibited a big phase transition at 176.29 K owing to the spin-crossover phe-
nomena. The observed entropy gain at the phase transition was as large as 48.78 J K–1 mol–1, which is
much larger than the entropy gain owing to the change in the spin multiplicity from singlet (LS state)
to quintet (HS state) (R ln 5 = 13.38 J K–1 mol–1). The remaining entropy of about 36 J K–1 mol–1 is
accounted for in terms of the phonon entropy mainly due to the metal–ligand skeletal vibrational modes,
because the bond lengths are dramatically elongated on going from low- to high-spin state. This dra-
matic change in the vibrational frequencies can easily be seen in the variable-temperature IR and Raman
spectra. One can, therefore, conclude that the spin-crossover phenomena takes place as the result of
strong coupling between the electronic state and the phonon systems. 

As is well known, temperature-induced spin-crossover phenomena are classified into two types:
one is the so-called “abrupt type”, and the other is the “gradual type”. The spin-crossover complex
[Fe(2-pic)3]Cl2�MeOH, where 2-pic = 2-picolylamine or 2-aminomethyl-pyridine, corresponds to the
gradual type. As shown in Fig. 12, this complex gives rise to a broad heat capacity anomaly centered
around 150 K [24]. The entropy gain due to the anomaly was as large as 59.5 J K–1 mol–1, indifferent
of the sharpness of the spin crossover. To elucidate the reason for the gradual spin-state conversion, we
proposed a domain model (see Fig. 13), which assumes that a crystal lattice consists of noninteracting
domains with uniform size containing the identical number of complexes and that the spin-state con-
version in each domain takes place simultaneously in the unit of domain. As the number of spins in a
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Fig. 11 Molar heat capacity of the abrupt-type spin-crossover complex [FeII(NCS)2(phen)2] [22,23].



domain n is decreased, the heat capacity peak due to the spin crossover becomes broader and the co-
operativity of the transition becomes weaker. When n takes the extreme value unity, the system just cor-
responds to a chemical equilibrium described by the van’t Hoff scheme. The existence of such domains
was evidenced for the ethanol-solvate complex [Fe(2-pic)3]Cl2�EtOH based on EPR measurements in
1990 by Doan and McGarvey [25].

The excess heat capacity of this complex beyond the normal heat capacity is given in Fig. 14. The
excess heat capacity is well reproduced by the domain model (solid curve) when the number of com-
plex in a domain is only n = 1.5. This small number of complex per domain makes a sharp contrast to
95 for [Fe(NCS)2(phen)2] [23] and 2000 for [CrI2(depe)2], where depe = trans-bis[1,2-bis-(di-
ethylphosphino)ethane] [26], which belongs to the abrupt-type complex. The present result implies that
the cooperativity in the complex [Fe(2-pic)3]Cl2�MeOH is extremely weak or absent.

© 2005 IUPAC, Pure and Applied Chemistry 77, 1331–1343
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Fig. 12 Molar heat capacity of the gradual-type spin-crossover complex [Fe(2-pic)3]Cl2�MeOH [24].

Fig. 13 Noninteracting domain model with uniform size [23]. T1/2 indicates the temperature at which the low-spin
fraction becomes equal to the high-spin fraction.



Charge-transfer phase transition with spin-state conversion

The last topic is the mixed-valence assembled-metal complex {(n-C3H7)4N[FeIIFeIII (dto)3]}∞, where
dto = dithiooxalato, reported by Kojima et al. [27,28] (Fig. 15). This complex consists of Fe(II) and
Fe(III) ions. They are bridged by dithiooxalato ligands. Each iron ion is octahedrally coordinated either
by six oxygen atoms or by six sulfur atoms. Since the ligand field at the sulfur site is much stronger
than that at the oxygen site, the iron ion surrounded by sulfur atoms is characterized by low-spin state,
while that surrounded by oxygen atoms shows high-spin state. X-ray diffraction study reveals that this
assembled-metal complex forms a 2D layer structure. For charge balance, tetrapropyl-ammonium
cations are inserted between the layers.

As shown in Fig. 16, at room temperature, iron ion at the sulfur site is low-spin Fe(III) with spin
quantum number S = 1/2, while that at the oxygen site is high-spin Fe(II) with S = 2. When the tem-
perature is decreased, electron transfer occurs from the oxygen site to the sulfur site around 110 K and
their oxidation states are converted. As a result, the iron ion at the oxygen site becomes high-spin Fe(III)
with S = 5/2 and that at the sulfur site is low-spin Fe(II) with S = 0. On the other hand, when the tem-
perature of crystal is increased, the electron is inversely transferred around 120 K from the sulfur site
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Fig. 14 The excess heat capacity of [Fe(2-pic)3]Cl2�MeOH beyond the normal heat capacity. The solid curve
corresponds to the domain model with n = 1.5 [24].

Fig. 15 The mixed-valence assembled-metal complex {(n-C3H7)4N[FeIIFeIII (dto)3]}∞.



to the oxygen site. It is clear that the spin multiplicity at the high-temperature phase is 2 × 5 = 10, while
that at the low-temperature phase is 1 × 6 = 6.

Figure 17 is the observed molar heat capacity of this complex. Three anomalies were observed:
A sharp peak at 122.4 K, a broad heat capacity anomaly centered at 253.5 K, and a very small anom-
aly around 7 K due to the magnetic ordering. The heat capacity anomaly at 253.5 K can be attributed
to the order–disorder type of phase transition due to conformational changes in tetrapropyl-ammonium
cation, because similar heat capacity anomalies have also been observed in some analogous molecule-
based magnets having tetrabutyl-ammonium cations.

© 2005 IUPAC, Pure and Applied Chemistry 77, 1331–1343
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Fig. 16 The electron transfer and spin-state conversion in {(n-C3H7)4N[FeIIFeIII (dto)3]}∞ [27–29].

Fig. 17 Molar heat capacity of {(n-C3H7)4N[FeIIFeIII (dto)3]}∞ [29].



The anomaly at 122.4 K obviously arises from the electron-transfer phenomenon, because the
transition temperature agrees well with the temperature at which the anomaly is observed in the mag-
netic susceptibility and the Mössbauer spectroscopy. It should be remarked here that the entropy gain
at the phase transition is very small, only 9.2 J K–1 mol–1, in spite of a big event including the electron
transfer. The entropy gain due to the change in the spin multiplicity is R ln (10/6) = 4.3 J K–1 mol–1.

The remaining small entropy of about 5 J K–1 mol–1 may be accounted for as follows. In the case
of usual spin crossover, the bond lengths between the central metal atom and the ligands are basically
determined by the spin state. Contrary to this, the bond lengths in the present complex are determined
by the oxidation state of the metal ion. The bond length between the metal ion and the ligand is shorter
when the oxidation state of the metal ion is high. As shown in Fig. 16, the oxidation state of iron ion at
the oxygen site is three in the low-temperature (LT) phase while two in the high-temperature (HT)
phase. Therefore, the bond length between iron and oxygen atoms is shorter in the LT phase than in the
HT phase. Contribution of the skeletal vibrations to the entropy is greater in the HT phase than in the
LT phase. This is quite a normal tendency in the sense that the entropy of the HT phase is greater than
that of the LT phase. On the other hand, the oxidation state at the sulfur site is two in the LT phase,
whereas three in the HT phase. In this case, the vibrational entropy is smaller in the HT phase than in
the LT phase. Since these vibrational entropies at the oxygen and the sulfur sites contribute oppositely
to the entropy change when the electron transfer occurs, both contributions would cancel out each other.
The imbalance part of the cancellation seems to be the origin of the small excess entropy beyond the
contribution from the change in the spin multiplicity.

CONCLUDING REMARKS

Thermodynamics is not restricted by any selection rules, and, thus, thermodynamic quantities contain
contributions from all kinds of molecular degrees of freedom in accordance with the Boltzmann distri-
bution. Consequently, thermodynamics has a wide applicability of its concepts. This makes a sharp con-
trast to various spectroscopies in which particular nuclide and/or particular modes are selectively
sensed.

Although the entropy diagnosis introduced here seems to be a rather classical research subject, it
still displays great powers in understanding materials science. I would like to close my presentation by
concluding as follows: (1) “Phase transition” is a good probe for elucidation of the interplay between
molecular structure, intermolecular interactions, and molecular motions. (2) The “entropy” gained at
the phase transition plays a diagnostic role to interpret the mechanisms governing the phase transitions.
(3) The importance of “molecular thermodynamics” encompassing the macroscopic and the micro-
scopic aspects should be emphasized for the studies of functional materials.
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